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SUBJECT: OFFICE OF THE INSPECTOR GENERAL REPORT
ON REVIEW OF METRO RAIL SERVICE DISRUPTIONS

ACTION: RECEIVE AND FILE

RECOMMENDATION

RECEIVE AND FILE Report on Review of Metro Rail Service Disruptions.

ISSUE

The Metro Office of the Inspector General conducted a customer impact focused study on rail service
disruptions to consider whether state of good repair priorities should be adjusted to improve the
customer experience.  Historically, Metro has based capital investments on the priorities of the
agency, expertise of asset managers, and age of transit assets and infrastructure.  Recently, the
agency has begun conducting asset condition surveys, which will allow better capital investment
priorities.  We understand that these efforts may take several years.  Therefore, we conducted this
study with the assistance of a rail expert, The Wathen Group (TWG), a small woman owned business
enterprise, to first identify and evaluate the top incidents causing delay for each rail line, and then
determine if the issues causing delays are being addressed and appropriate state of good repair
(SGR) investments are being made to reduce their reoccurrence.  This customer impact based study
is complementary to the agency’s on-going asset condition surveys as it re-prioritizes its capital
repair and replacement plans.

DISCUSSION

A primary goal of Metro and its Board is to improve the customer experience.  For the Operations
Department, this includes developing and improving in-service on-time performance, and
implementing efficient and effective transit service.  The Operations and Risk Management
Departments support this agency goal by implementing an industry leading SGR program that will
improve reliability, prioritize the performance of scheduled and preventive maintenance of assets,
meet SGR goals, reduce breakdowns, and better meet the daily transit needs of customers.

In 2016, the Operations Department reported 2,585 service disruptions on all rail lines.  These delay
incidents were categorized into 15 major incident types. This review focused on delay incidents within
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Metro’s control and related to asset maintenance, and therefore excluded 441 delay incidents
categorized as Police/Health.  Of the remaining 2,144 incidents that were part of this analysis, the
major categories of incidents were rail vehicles, rail operations, traction power, yard control, and
signals.  In 2016, rail vehicle incidents (e.g. speed sensor, mechanical, propulsion, door) and rail
operations incidents (e.g. operator absence or errors, service capacity, no equipment, single track
delay) were the two most frequent types of service delay incidents across all rail lines, accounting for
nearly 82% of the delay incidents.  The third leading category of incident delays was different for
each line.

· For the Metro Blue Line (MBL), traction power was the third top cause of delays.

· For the Metro Expo Line and Metro Gold Line (MGDL), yard control was the third top cause of
delays.

· For the Metro Green Line (MGL) and Metro Red Line (MRL), signal was the third top cause of
delays.

A. Key Findings

The report has overall findings include:

· Metro does not currently have a good system or complete information to identify root cause for
service delays. The root cause for many delay incidents was not identified in Metro’s records.

· Metro lacks asset condition surveys for each asset class. These surveys are essential for
identifying and rating the condition of each asset and its component parts as a guidepost to
State of Good Repair investment decisions.

· In the absence of consistent root cause information and support from complementary asset
condition surveys, the ability to ensure that capital and maintenance programs are adequately
and timely addressing critical needs is significantly limited.  Once a system is established, it
should be maintained.

· For various reasons prior management did not conduct midlife overhauls on the P865/2020
cars (40% of the light rail vehicle (LRV) fleet) and the Base Buy subway cars (29% of subway
fleet), which are now the oldest cars in their respective fleets.  With these cars remaining in
service longer than anticipated, they are experiencing more component failures and are kept
in service by as needed maintenance.  Current Metro management has already begun the
overhaul process and is in various stages of completeness depending on the model of the car.

· Operator non-availability, lateness for schedule pullouts, insufficient Rail Operator Extraboard
staffing levels were key contributors to Rail Operations service related delays. However, this is
not a SGR issue so we did not focus our study on this matter.

· The top three incidents due to Yard Control were late pull out (46%), no equipment (21%), and
operator related (18%), such as not enough operators.

· Traction power failures on the MBL resulted in 357 cancelled trips and 107 late trips.

The review also found that Metro is in the midst of implementing important improvements to its SGR
program.  In this regard, Metro is:

· Implementing asset condition surveys across all assets, which will allow better investment
priorities to be set to address safety and reliability needs.

· Redesigning the M3 maintenance system, which promises to combine diverse incident
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databases and provide a platform for tracking root cause of incidents.

B. Mitigating Delay Incidents Through State of Good Repair Investment

The $4.8 billion dedicated to state of good repair over ten years as described in the Short Range
Transportation Plan demonstrates Metro’s focus on SGR.  However, this amount comes to $480
million per year, which needs to cover many assets.  In addition to addressing rolling stock for bus
and rail, it also must address the needs of an aging infrastructure such as the Blue Line power
traction substations.  These competing needs are clearly reflected in the FY2018 Adopted Budget.
The FY2018 Adopted Capital Program of $2.09 billion includes $1.7 billion for expansions and $394
million for Operating Capital, which covers safety and security projects, bus and rail state of good
repair, capital infrastructure and other related investment categories. The total budgeted specifically
for Rail State of Good Repair is $224 million. Of this total, $145 million (65%) is for vehicle
investments that address the types of issues identified in TWG’s analysis of vehicle related service
disruption incidents.

Going forward, Metro will need to reevaluate whether its investment strategy is sufficient once the
asset condition inventories are completed and priorities for investments to achieve a state of good
repair are set.  While expansion of the system is critical, it cannot take place at the expense of
maintaining the existing system.  Specific impact analysis including root causes for service
disruptions should be utilized to further refine and prioritize funding allocation.

C. Recommendations:

The report makes 57 recommendations which Metro can take to better identify track, and reduce
incidents that result in service disruptions.  They are listed in Appendix B of the report.

NEXT STEPS

Metro management should:
· Finish assigning an individual responsible for championing the Agency Operations and SGR

review and analysis of the findings and recommendations in the report and taking appropriate
actions;

· Further complete the Schedule for Tracking Metro’s Proposed Actions in response to the
recommendations provided in Appendix B of the report as determinations are made on
implementing the recommendations; and

· Periodically report to the Metro Board on the status of actions taken to implement the
recommendations.

ATTACHMENTS

Attachment A - Report on Review of Metro Rail Service Disruption
Attachment B - Management Response

Prepared by:  Andrew Lin, Audit Manager, (213) 244-7329
 Yvonne Zheng, Senior Manager, Audit, (213) 244-7301
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Reviewed by: Karen Gorman, Inspector General, (213) 922-2975
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Rec. # Recommendation Description

Related Finding 

# Delay Category Line

Assigned Staff in 

Charge

Action / 

Agree or 

Disagree

Proposed 

Action

Est. Date 

Completion

1

Instruct operators to report all alert

indications shown on the console.

This is especially important given

the amount of information that is

available on the console of the new

trains. In addition, operators

should assess whether

passenger behavior caused an

indication as opposed to a

problem with the equipment.

A1, A2, A3, A4 Root Cause System-wide Operations

2

Establish a dedicated, 24/7 “supertech”

maintenance team full time in

the ROC to provide expert support

to the ROC for equipment, systems

and infrastructure faults.

A5 Root Cause System-wide B. Spadafora - SEO RFS

To be 

submitted in 

RFS' FY-19 

Budget 

Submittal.

2 months after 

FY-19 Budget 

Approval

3

Ensure the Rail Vehicle Department

records root cause for rail vehicle

delay incidents, which are the

highest number of incidents across

all five rail lines. Instruct the ROC to

record “Rail Vehicle Event” for

subsequent update by the Rail

Vehicle Department.

A6, A7, A8 Root Cause System-wide

B. Spadafora - SEO 

& A. Huntley - 

Manager Training  

OPS/RFS 

Action
Re-instruction 6-months

4

Maximize the redesign of the M3

software program logging module.

All departments should work with

the design expert to create a dropdown

listing that would capture the

most meaningful root cause

categories for their area of

responsibility. Ideally, the ITS

department should also bring all

fault reports into one environment,

so that internal department reports

of failures can be tracked along with

those recorded through the ROC.

This redesign of the M3 module

should allow for automated tracking

of delays and their root causes,

reporting delay trends, identifying

mitigations and tracking their impact.

A9 Root Cause System-wide ITS

5
Include Train Operator Display

(TOD) information, such as time of

the incident, in the reporting of

incidents.

A4 Root Cause System-wide Operations

6

Review approach to Police/Health

delay incidents (while not part of

this analysis, these delay incidents

warrant review based on their

frequency and duration).

B1 Police/Health System-wide
Opa/ tions 

Security

7

Partner with law enforcement

agencies to review process used for

police/health incidents.

B1 Police/Health System-wide Security

Actions to Implement LA Metro Service Disruption Review – Report

Appendix B: Schedule of Recommendations and Metro's Proposed
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Rec. # Recommendation Description

Related Finding 

# Delay Category Line

Assigned Staff in 

Charge

Action / 

Agree or 

Disagree

Proposed 

Action

Est. Date 

Completion

8

Identify root cause for the top three

categories of delay for each line to

allow Metro to develop mitigations

that have the potential to

significantly reduce total delay

incidents.

B2-B10
Top 3 causes by 

line overall
System-wide RVE

9

Set priorities based on Metro’s

asset assessment as soon as it is

completed to reduce delay

incidents.

B2-B10
Top 3 causes by 

line overall
System-wide

B. Spadafora - SEO 

M. Ornelas -Sr.Dir
RFS

Plan already 

implemented in 

M3

To start in  

January 2018

10

Given the large number of incidents

where no root cause was

identifiable, establish a procedure

to instruct vehicle maintenance

personnel on providing consistent

and complete detailed information

related to vehicle failures in the WO

reports. While awaiting a new log-in

system with a consistent and nested

drop down of primary causes of

vehicle failure on incident reports,

redesign work order forms along

these lines, with a consistent

section and checklist for identifying

root cause.

C2 Rail Vehicle System-wide

B. Spadafora - SEO 

M. Ornelas - Sr. Dir 

N. Madanat - Sr. 

Dir. 

RFS/RVE

To develop 

sustainable 

follow-up and 

tracking 

measures in M3

6 months

11
Identify the funding and timeline for

the new M3 system and move the

project forward expeditiously.

C1-C5 Rail Vehicle System-wide ITS

12

Establish a procedure for collecting

the root cause of every vehicle

failure even if it does not result in a

service delay so that robust trends

can be generated, tracked and

mitigated.

C1 Rail Vehicle System-wide RVE

13

Conduct periodic condition surveys

on vehicles and components in

advance of and complementary to

the asset inventory that will be

undertaken soon and refreshed

every three years.

C1-C5 Rail Vehicle System-wide

ALL RFS nDivision 

Directors and 

Managers

RFS

Already in M3 - 

Part of the State 

of Good Repair 

Inspections

On-going

14

Establish a process and a criterion

for replacement of existing vehicles

and vehicle components that

include useful life, failure rate,

obsolescence, service needs, and

available funding. While the Metro

asset inventory will provide an

important resource to this end

when it is finished, this system of

prioritization should be formalized

and implemented in current vehicle

procedures.

C1-C5 Rail Vehicle System-wide R. Lorzano - Sr. Dir RFS

Already in-

process, 

decommissiong 

plan establish 

and is in full 

swing

Completed

15

Continue funding for daily

maintenance and up-keep of the

P865/2020 fleets although no major

capital investment is recommended

at this time.

C15-C18 Light Rail Vehicle MBL, Expo Line R. Lorzano - Sr. Dir RFS

Just for the 

P2020 cars.  The 

P865 are being 

decommission

Aug-18
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Rec. # Recommendation Description

Related Finding 

# Delay Category Line

Assigned Staff in 

Charge

Action / 

Agree or 

Disagree

Proposed 

Action

Est. Date 

Completion

16
Identify the P865 cars in the worst

condition for decommissioning and

use them as spare part suppliers to

support more reliable cars.

C12-C14 Light Rail Vehicle MBL, Expo Line R. Lorzano - Sr. Dir RFS
Criteria already 

established
Completed

17
Keep enough P865 cars as floats to

improve the availability of P2000

vehicles, which have a higher

incident rate, for refurbishment.

C5 Light Rail Vehicle MBL, Expo Line B. Spadafora - SEO Disagree

The P865 cars 

can no longer 

be support and 

have to be 

replaced with 

the new P3010 

Completed

18

Review the decommissioning

process of the P865 fleet given the

lower incident rate for the P865

fleet. P865 cars with low to no

incidents should be kept in service

during the P2000 overhaul to

expedite the overhaul, replacing

some P2000 services with P865 cars

to increase the vehicle availability

during the overhaul.

C5, C14 Light Rail Vehicle MBL, Expo Line R. Lorzano - Sr. Dir RFS

P3010 cars will 

be used to 

supplement 

P2000 OH cars 

See Rec#17 

above                                                                      

Completed

19
Maintain the remaining P865 cars

only out of the MBL maintenance

shop, which has the best expertise,

logistics and parts inventory to

maintain the P865 fleet.

C6, C17 Light Rail Vehicle MBL, Expo Line B. Spadafora - SEO Disagree

The P865 cars 

can no longer 

be support and 

have to be 

replaced with 

the new P3010 

cars

Completed

20

Continue with the P865 component

upgrades to keep a reduced fleet

with increased reliability in service

until replaced by the P3010. Areas

of upgrades still useful are

contactors, relay panel and ECU

power supply.

C7-C11, C15, C16, 

C18
Light Rail Vehicle MBL, Expo Line B. Spadafora - SEO Disagree

The P865 cars 

can no longer 

be support and 

have to be 

replaced with 

the new P3010 

cars

Completed

21

Evaluate overhaul needs of select

main components. Depending on

how long Metro intends to keep

cars of the P865/2020 fleet, some of

the main components, such as gears

and traction motors, of selected

well-performing cars might have to

be overhauled.

C7-C11, C15, C16, 

C18
Light Rail Vehicle MBL, Expo Line B. Spadafora - SEO RFS

RFS has already 

established the 

usefull life of 

P865 = 

decommission; 

P2020  

component 

overhaul 

continue 5 

years

On-going

22

Continue the refurbishment

program to reduce fuse failures,

such as upgrades to the chopper

control unity, contactor and relay

replacements, in place as needed

for some of the P865 cars.

C16, C18 Light Rail Vehicle MBL, Expo Line B. Spadafora - SEO Disagree

The P865 cars 

can no longer 

be support and 

have to be 

replaced with 

the new P3010 

cars

Completed

23

Plan the midlife overhaul to first

upgrade the worst vehicles, such as

cars #220, 205, 208. 212, 229, 242 &

247.

C23-C28 Light Rail Vehicle
MGL, MBL, Expo 

Line
R. Lorzano - Sr. Dir RFS Already done. Completed
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Rec. # Recommendation Description

Related Finding 

# Delay Category Line

Assigned Staff in 

Charge

Action / 

Agree or 

Disagree

Proposed 

Action

Est. Date 

Completion

24

Analyze the float vehicle needs for

the P2000 vehicle midlife overhaul

and ensure that the overhaul

contractor has enough cars to

expedite the overhaul. On the MBL,

P865 vehicles being

decommissioned could be reduced

temporarily to provide enough

vehicles to the overhaul contractor.

C5, C14, C28 Light Rail Vehicle
MGL, MBL, Expo 

Line
R. Lorzano - Sr. Dir RFS Already done. Completed

25

Consider converting some P2000

cars running on the MBL/Expo lines

back to the MGL operation if the

ATO/ATP packages removed earlier

are still available. The critical float

will be the P2000 MGL cars with

their line specific ATO/ATP

equipment.

C5, C14, C28 Light Rail Vehicle
MGL, MBL, Expo 

Line
RVA

26
Improve the diagnostic capabilities

of the propulsion system.
C19 Light Rail Vehicle

MGL, MBL, Expo 

Line
RVA

27

Use information from TODs on the

P2550 vehicles for improved

incident reporting. The P2550 cars

are the first Metro vehicles that

have a sophisticated TOD and

diagnostics.

C35 Light Rail Vehicle MGDL Operations

28

Modify the incident reports for

P2550 vehicles to include the

information provided by the TOD at

the time of the incident, in addition

to the Operator reports.

C35-C36 Light Rail Vehicle MGDL Operations

29
Accurately report the time of the

incidents as shown on the TOD, not

by the system time at the ROC.

C35-C36 Light Rail Vehicle MGDL Operations

30

Use the time of the incident

displayed on the TOD in evaluating

the delay incident to improve

accuracy and turnaround time of

the affected vehicle.

C35-C36 Light Rail Vehicle MGDL Operations

31
Keep the Base Buy subway cars

running by planning enough funding

for Rail Fleet Services to maintain

this fleet.

C46-C47 Subway Vehicle Subway
Division Director 

and Manager
RFS

Will maintain 

until new cars 

arrive - already 

discussed

Completed

32
Ensure that the knowledge of the

chopper controls is not lost before

the new cars arrive.

C38, C46 Subway Vehicle Subway Rail Instruction RFS Already known Completed

33

As the new HR4000 vehicles arrive,

take the Base Buy cars out of service

as early as possible to reduce

maintenance costs. The cars in the

worst condition should be replaced

first.

C42-C45, C47 Subway Vehicle Subway
Division Director 

and Manager
RFS Already known Completed

34
Perform the midlife overhaul on GE

subway vehicles as planned.
C53-C55 Subway Vehicle Subway RVA

35

Assess current mitigation measures

to address operator absenteeism

and late reports, and initiate

management enhancements as

appropriate.

D3, D7, D8 Rail Ops
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Rec. # Recommendation Description

Related Finding 

# Delay Category Line

Assigned Staff in 

Charge

Action / 

Agree or 

Disagree

Proposed 

Action

Est. Date 

Completion

36

Re-assess the level, allocation, and

scheduling of Rail Operations

Extraboard Operators as an

opportunity to mitigate the impact

of all service incident related delays

resulting from service recovery,

operator late or no show, station

terminal and yard operator related

delays, “gap trains” staffing (extra

trains added to the schedule to

supplement service capacity as

needed), etc.

D7, D8 Rail Ops

37

Reinforce desired practices to

mitigate future “Operator Error”

service impact events including

additional focus on operator vehicle

troubleshooting tactics. Given that

vehicle defects represent the most

significant factor impacting Metro

Rail service delays, assess operator

awareness of common vehicle

troubleshooting methods to

expedite the safe movement of the

vehicle and reduce service delays

resulting from vehicle defects.

D9 Rail Ops

38

Consider the development of an

Operations pocket size vehicle

defect troubleshooting guide that

reinforces what operators are

trained to perform and summarizes

the desired tactics to follow when

confronted with vehicle related

defects. Common vehicle

troubleshooting methods and other

lessons learned from operator

errors that resulted in service delays

should continue to be reinforced in

current operator training programs.

D9 Rail Ops

39

Continue to hone service recovery

contingency plans, which are key to

minimizing the impact of all Rail

Operations incidents.

D7, D8 Rail Ops

40

Assess the designation of Rail

Operations incidents and allocate

accordingly to reflect only those

accountable to that Division.

D10, D11 Rail Ops

41

Continue to assess service

contingency plans and related staff

training to implement the service

restoration contingency provisions.

Document current effective service

restoration practices and reinforce

staff awareness through training.

D12 Rail Ops

42
Assess running time schedule needs

by Line to confirm the adequacy of

layover time at station terminals.

D13 Rail Ops
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Rec. # Recommendation Description

Related Finding 

# Delay Category Line

Assigned Staff in 

Charge

Action / 

Agree or 

Disagree

Proposed 

Action

Est. Date 

Completion

43

Utilize the recommendations

(numbers 1-4 and 7) relative to

determining root cause for vehicle

caused operations delays to better

instruct operators in

troubleshooting and to identify the

cause of the vehicle related

incident. Allocate cause accordingly.

D14, D15 Rail Ops

44

Utilize the recommendations

(numbers 1-4 and 7) relative to

determining root cause to better

identify the cause of the incident.

Allocate accordingly so that

incidents not caused by the

operator are appropriately

characterized and mitigated.

D16 Rail Ops

45 Limit the designation of Yard

Control incidents to those actually

attributed to yard issues.

E1, E2 Yard Control Yards

46

Review Yard vehicle availability

constraints and evaluate options

designed to further support the

consistent achievement of 100%

equipment schedule availability.

E1 Yard Control Yards

47

Establish a procedure to instruct

signal maintenance personnel on

providing consistent and complete

detailed information on the cause of

signal failures and the repair action

taken in the WO reports. While

awaiting a new log-in system with a

consistent and nested drop down of

primary causes of signal failures on

incident reports, redesign work

order forms along these lines, with

a consistent section and checklist

for identifying root cause.

F1, F2, F3, F15 Signals MGL, MRL

48
Identify the funding and timeline for

the new M3 system and move the

project forward expeditiously.

F4 Signals MGL, MRL

49

Perform more investigations and

analysis to determine the root

causes for high frequency signal

failures even if they do not result in

service delays.

F15, F16 Signals MGL, MRL

50

Establish a procedure for operating

personnel to reflect the impact of

any signal failure on normal

operation even if it does not result

in a service delay.

F1-F3, F5, F6, F13 Signals MGL, MRL

51

Conduct periodic condition surveys

on signal installations in advance of,

and complementary to, the asset

inventory that will be undertaken

soon and refreshed every three

years.

F4, F16 Signals MGL, MRL
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Rec. # Recommendation Description

Related Finding 

# Delay Category Line

Assigned Staff in 

Charge

Action / 

Agree or 

Disagree

Proposed 

Action

Est. Date 

Completion

52

Establish a process and a criterion

for replacement of existing signal

installations that includes useful life

of installation, failure rate,

obsolescence, service needs, and

available funding. While the Metro

asset inventory will provide an

important resource to this end

when it is finished, this system of

prioritization should be formalized

and implemented in current signal

procedures.

F17, F18 Signals MGL, MRL

53

Perform more investigations and

analysis to determine the root

causes for traction power failures,

including a review of the catenary

design, installation standards, and

operating condition of TPSS

equipment.

G7 Traction Power MBL

54

Establish a procedure to instruct

traction power maintenance

personnel on providing complete

detailed information related to

traction power failures in the WO

reports. While awaiting a new log-in

system with a consistent and nested

drop down of primary causes of

traction power failures on incident

reports, redesign work order forms

along these lines, with a consistent

section and checklist for identifying

root cause.

G7 Traction Power MBL

55
Investigate the high level of failures

that occurred at San Pedro Traction

Power Substation.

G5 Traction Power MBL

56

Conduct periodic condition surveys

on traction power equipment in

advance of, and complementary to,

the asset inventory that will be

undertaken soon and refreshed

every three years.

G8 Traction Power MBL

57

Establish a process and a criterion

for replacement of existing traction

power equipment that includes

useful life of installation, failure

rate, obsolescence, service needs,

and available funding. While the

Metro asset inventory will provide

an important resource when it is

finished, this system of prioritization

should be formalized and

implemented in current signal

procedures.

G7-G9 Traction Power MBL
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Briefing	on	the	Metro	Rail	Service	Disruption	Review
November	16,	2017

Agenda	Item	31



Our	Time	Together	Today

● Welcome	and	Team	Introduction
● Project	Scope
● Rail	Delay	Incidents	in	2016
● Key	Takeaways
● Recommendations	and	Next	Steps

“We’re	waging	a	transportation	revolution.	We	
have	the	opportunity	to	be	bold	and	tackle	not	
only	the	infrastructure	challenges	of	today,	but	

the	challenges	of	tomorrow.”	

Phil	Washington,	LA	Metro	
CEO	

2



Project	Scope

• Identify	and	evaluate	the	top	three	incident	delay	categories	for	each	rail	line.

• Determine	if	the	issues	causing	delays	are	being	addressed	and	appropriate	state	of	good	repair	(SGR)	

investments	are	being	made	to	reduce	their	reoccurrence.	

3

James	Brown
Safety,	Operations,	and	
Emergency	Preparation

Deborah	Wathen	Finn
Project	Executive
The	Wathen	Group

Dr.	Nabil	Ghaly
Technology,	Security,	and	

Systems	Power

Jeraldine	Herrera
Data	Analysis	and	

Statistician

Linda	Kleinbaum
Project	Manager
The	Wathen	Group

Werner	Uttinger
LTK	Engineering	Services	

Technical	Lead

Our	Team

Scope



Rail	Delay	Incidents	in	2016

4

Incident	Type Expo MBL MGDL MGL
Subtotal
Light	Rail	 MR&PL

Subtotal	
Subway

Grand	
Total

Rail	Vehicles 237 456 323 272 1,288 134 134 1,422

Rail	Operations 76 97 74 57 304 26 26 330

Traction	Power 19 30 19 15 83 9 9 92

Yard	Control 25 17 25 13 80 1 1 81

Signals 13 18 14 17 62 10 10 72

Rail	Accident 13 33 18 4 68 4 4 72

Extra	Service/Missed	Car	Cut 25 25 0 25

Fire/Emergency 9 4 13 4 4 17
Track 2 2 10 14 0 14

TSE	SCADA 1 1 2 4 6 6 10

Communication 1 2 3 0 3

Passenger	Conduct 2 1 3 0 3

Fire	Equipment 0 2 2 2

FM	Contract	Svc 1 1 0 1

Grand	Total 386 689 489 384 1,948 196 196 2,144

*Grand	Total	excludes	441	Police	/	Health	incidents	(17%	of	delays)



82%	of	total	delays	were	rail	vehicle	and	rail	operations;	
however,	operations	accounts	for	only	16%.	

66%	of	total	delays	were	rail	vehicle	– when	you	break	that	
down	by	subway	and	light	rail	it	is	still	the	#1	cause.Rail	Vehicle	Delays	on	all	Lines

Rail	Operations	Delays	on	all	Lines

Signal	Delays	on	Metro	Green	
and	Red	Lines

Yard	Control	Delays	on	Metro	Expo	
and	Gold	Lines

Traction	Power	Delays	on	Metro	Blue	Line

Top	3	Causes	for	Each	Line
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Rail	Vehicle	Incidents	by	Line

Top	Causes	of	Delay	Incidents	in	2016



LRV	Fleet
#	of	
Cars

%	of	Total	
LRV Age Overhaul?

P865	/	2020 69 40% 23	- 27	years N

P2000 52 31% 15	years
average

Underway

*P2550 50 29% 10	years** Planned

Subway
#	of	
Cars

%	of	Total	
Subway Age Overhaul?

Base Buy	(BB) 30 29% 24	years N

General	Electric	(GE) 74 71% 18	years Underway

On-going	component	upgrade	programs	to	maintain	fleet	for	P865	cars	until	decommissioned.

*Has	train	operator	display	/	diagnostic	system.

**Most	reliable	LRV	car	in	the	fleet.

***Procurement	underway	or	in	progress	for	P3010	(Replace	P865);	HR4000		(Replace	BB).
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Rail	Vehicle	Fleet	Composition



Average	‘Maximum	Delay’	Minutes	for	Top	3	Incidents	Per	Line
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Total	Cancelled	and	Late	Trains	by	Top	3	Incident	Types

*High	average	‘maximum	delay’	is	from	10	signal	incidents	on	the	MRL

Impact	to	the	Customer



State	of	Good	Repair	Investments

$4.8	billion	over	ten	years	($480	million	annually).

FY	2018	Capital	Program:	$2.09	billion,	which	includes	$1.7	
billion	for	expansions	and	$394	million	for	Operating	Capital.

$224	million	for	Rail	State	of	Good	Repair.

$145	million	(65%)	for	Rail	Vehicle	investments	that	reflect	
priorities	based	on	TWG	analysis.	

FY	2018	Rail	SGR	budget	includes	about	$80	million	for	all	
remaining	rail	SGR	needs	system-wide.	

Low	number	of	incidents	does	not	allow	for	an	assessment	of	optimum	
investment	decisions;	need	to	include	infrastructure	failures	for	

comprehensive	analysis.

Signal	Related

Lack	of	periodic	condition	surveys	not	possible	to	assess	investment	decisions.

Traction	Power	Related

Rail	Operations	and	Yard	Related	
DelaysNo	infrastructure/capital	investments	for	mitigation.

Mitigating	Delay	Incidents	through	State	of	Good	
Repair	Investment



Capital	Investments

Importance	of	ongoing	midlife	vehicle	overhauls	and	new	car	procurements.

Priority	investment	in	redesign	of	M3	system.

Importance	of	robust	SGR	program	based	upon	ongoing,	systematic	and	comprehensive	asset	condition	surveys.

Emphasis	on	creating	effective	balance	between	SGR	versus	system	expansion.

Operations	and	Maintenance	Measures

Reinforce	root	cause	determination	and	reinstruct	as	appropriate.

Enhance	collection	and	monitoring	of	all	failures	to	identify	preventative	maintenance	and	capital	investments.

Review	allocation,	level	of	Extraboard	for	rail	operators.
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Establish	a	mechanical	desk,	24/7	of	”super	techs”	in	ROC.

Continue	to	hone	service	recovery	planning.

Key	Takeaways



Next	Steps

Q&A

57	Recommendations	to	
Identify,	Track	and	Reduce	Incidents
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