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METROPOLITAN TRANSPORTATION AUTHORITY BOARD RULES
(ALSO APPLIES TO BOARD COMMITTEES)

PUBLIC INPUT

A member of the public may address the Board on agenda items, before or during the Board or
Committee’s consideration of the item for one (1) minute per item, or at the discretion of the Chair. A
request to address the Board should be submitted in person at the meeting to the Board Secretary.
Individuals requesting to speak on more than three (3) agenda items will be allowed to speak up to a
maximum of three (3) minutes per meeting. For individuals requiring translation service, time allowed will
be doubled.

Notwithstanding the foregoing, and in accordance with the Brown Act, this agenda does not provide an
opportunity for members of the public to address the Board on any Consent Calendar agenda item that
has already been considered by a Committee, composed exclusively of members of the Board, at a
public meeting wherein all interested members of the public were afforded the opportunity to address the
Committee on the item, before or during the Committee’s consideration of the item, and which has not
been substantially changed since the Committee heard the item.

The public may also address the Board on non-agenda items within the subject matter jurisdiction of the
Board during the public comment period, which will be held at the beginning and/or end of each meeting.
Each person will be allowed to speak for up to three (3) minutes per meeting and may speak no more
than once during the Public Comment period. Speakers will be called according to the order in which
the speaker request forms are received. Elected officials, not their staff or deputies, may be called out of
order and prior to the Board’s consideration of the relevant item.

In accordance with State Law (Brown Act), all matters to be acted on by the MTA Board must be posted
at least 72 hours prior to the Board meeting. In case of emergency, or when a subject matter arises
subsequent to the posting of the agenda, upon making certain findings, the Board may act on an item
that is not on the posted agenda.

CONDUCT IN THE BOARD ROOM - The following rules pertain to conduct at Metropolitan
Transportation Authority meetings:

REMOVAL FROM THE BOARD ROOM The Chair shall order removed from the Board Room any
person who commits the following acts with respect to any meeting of the MTA Board:

a. Disorderly behavior toward the Board or any member of the staff thereof, tending to interrupt the due
and orderly course of said meeting.

b. A breach of the peace, boisterous conduct or violent disturbance, tending to interrupt the due and
orderly course of said meeting.

c. Disobedience of any lawful order of the Chair, which shall include an order to be seated or to refrain
from addressing the Board; and

d. Any other unlawful interference with the due and orderly course of said meeting.

INFORMATION RELATING TO AGENDAS AND ACTIONS OF THE BOARD

Agendas for the Regular MTA Board meetings are prepared by the Board Secretary and are available




DISCLOSURE OF CONTRIBUTIONS

The State Political Reform Act (Government Code Section 84308) requires that a party to a proceeding
before an agency involving a license, permit, or other entittement for use, including all contracts (other
than competitively bid, labor, or personal employment contracts), shall disclose on the record of the
proceeding any contributions in an amount of more than $250 made within the preceding 12 months by
the party, or his or her agent, to any officer of the agency, additionally PUC Code Sec. 130051.20
requires that no member accept a contribution of over ten dollars ($10) in value or amount from a
construction company, engineering firm, consultant, legal firm, or any company, vendor, or business
entity that has contracted with the authority in the preceding four years. Persons required to make this
disclosure shall do so by filling out a "Disclosure of Contribution" form which is available at the LACMTA
Board and Committee Meetings. Failure to comply with this requirement may result in the assessment
of civil or criminal penalties.

ADA REQUIREMENTS

Upon request, sign language interpretation, materials in alternative formats and other accommodations
are available to the public for MTA-sponsored meetings and events. All requests for reasonable
accommodations must be made at least three working days (72 hours) in advance of the scheduled
meeting date. Please telephone (213) 922-4600 between 8 a.m. and 5p.m., Monday through Friday.
Our TDD line is (800) 252-9040.

LIMITED ENGLISH PROFICIENCY
A Spanish language interpreter is available at all Board Meetings. Interpreters for Committee meetings

and all other languages must be requested 72 hours in advance of the meeting by calling (213) 922-4600
or (323) 466-3876.

323.466.3876 x2

Espariol

323.466.3876 x3

sSt=0of B A4<5h
|==iyva pycckounmnm
Zuygkpkua A Ine
Tiéng Viét mnauoy

HELPFUL PHONE NUMBERS

Copies of Agendas/Record of Board Action/Recordings of Meetings - (213) 922-4880 (Records
Management Department)

General Information/Rules of the Board - (213) 922-4600

Internet Access to Agendas - www.metro.net

TDD line (800) 252-9040

NOTE: ACTION MAY BE TAKEN ON ANY ITEM IDENTIFIED ON THE AGENDA
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CALL TO ORDER

ROLL CALL

29. SUBJECT: SYSTEMWIDE BUS NETWORK RESTRUCTURING 2017-0623
PLAN

RECOMMENDATION

AUTHORIZE the Chief Executive Officer to award an 18-month, firm fixed price
Task Order No. PS878320003041 under Countywide Planning Services

Bench Contract No. PS4010-3041-F-XX with Cambridge Systematics, Inc., for
an amount of $1,295,762, to develop a Systemwide Bus Network
Restructuring Plan, subject to resolution of protest(s), if any.

Attachments: Attachment A - Procurement Summary

Attachment B - Task Order Log
Attachment C - DEOD Summary

(ALSO ON SYSTEM SAFETY, SECURITY AND OPERATIONS COMMITTEE)

40. SUBJECT: ORAL REPORT ON MICROTRANSIT PILOT (MTP) 2017-0766
RECOMMENDATION

RECEIVE oral Report on MicroTransit Pilot (MTP).

Attachments: Presentation - 111617 MicroTransit Oral Report
41. SUBJECT: TAP REGIONAL INTEGRATION UPDATE 2017-0775
RECOMMENDATION

RECEIVE AND FILE update on TAP Regional Integration.
Attachments: ATTACHMENT A: Timeline for TAP Account-Based Functions.pdf
ATTACHMENT B: TAP Regional Mobility Account.pdf

31. SUBJECT: OFFICE OF THE INSPECTOR GENERAL REPORT 2017-0606
ON REVIEW OF METRO RAIL SERVICE DISRUPTIONS

RECOMMENDATION

RECEIVE AND FILE Report on Review of Metro Rail Service Disruptions.

Attachments: Attachment A - Final Rpt Review of Metro Rail Service Disruptions 10-24-17 revised v2

Attachment B - Mgmt Response to Report

Presentation - Service Disruption Review

(ALSO ON SYSTEM SAFETY, SECURITY AND OPERATIONS COMMITTEE)

Metro Page 4 Printed on 11/16/2017


http://metro.legistar.com/gateway.aspx?m=l&id=/matter.aspx?key=4430
http://metro.legistar.com/gateway.aspx?M=F&ID=1bf16d92-2116-4428-97b4-4aaaad6200e4.pdf
http://metro.legistar.com/gateway.aspx?M=F&ID=e4a5ac9a-6f39-4832-a69c-d473831023bc.pdf
http://metro.legistar.com/gateway.aspx?M=F&ID=b411b100-7858-4b7a-8384-d51fb11d09aa.pdf
http://metro.legistar.com/gateway.aspx?m=l&id=/matter.aspx?key=4570
http://metro.legistar.com/gateway.aspx?M=F&ID=06e8eeb9-5224-4bf4-9794-e720b24e2f7f.pdf
http://metro.legistar.com/gateway.aspx?m=l&id=/matter.aspx?key=4579
http://metro.legistar.com/gateway.aspx?M=F&ID=54f2e428-2e38-45c6-b3b1-113e4b6b93fd.pdf
http://metro.legistar.com/gateway.aspx?M=F&ID=1c7a89ef-d8b8-4cef-b636-0366d40374c4.pdf
http://metro.legistar.com/gateway.aspx?m=l&id=/matter.aspx?key=4413
http://metro.legistar.com/gateway.aspx?M=F&ID=10feb4d1-cc95-4b22-bdb4-c8aca08398e9.pdf
http://metro.legistar.com/gateway.aspx?M=F&ID=d064468f-8c42-4021-bc3d-0edfe233b23b.pdf
http://metro.legistar.com/gateway.aspx?M=F&ID=658ee7bc-9d68-492a-b6af-b3700d40fc83.pdf

Ad-Hoc Customer Experience Committee Agenda - Final

November 16, 2017

42,

43,

50.

SUBJECT: PROCEDURES TO MITIGATE SERVICE
DISRUPTIONS

RECOMMENDATION

RECEIVE AND FILE report on procedures for customer support and
mitigating loss of service due to planned and unplanned service disruptions.

Attachments: Presentation - Service Disruption

SUBJECT: METRO OPERATIONS CLEANLINESS UPDATE
RECOMMENDATION

RECEIVE AND FILE the update on Metro Operations cleanliness efforts.

Attachments: Presentation - Cleanliness Report

SUBJECT: COMMITTEE WORK PLAN AND OBJECTIVES
RECOMMENDATION

DISCUSSION on Committee Work Plan and Objectives.

Adjournment

GENERAL PUBLIC COMMENT

2017-0755

2017-0745

2017-0778

Consideration of items not on the posted agenda, including: items to be presented and (if
requested) referred to staff; items to be placed on the agenda for action at a future meeting of the

Committee or Board; and/or items requiring immediate action because of an emergency

situation or where the need to take immediate action came to the attention of the Committee
subsequent to the posting of the agenda.
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SYSTEM SAFETY, SECURITY AND OPERATIONS COMMITTEE
AD HOC CUSTOMER EXPERIENCE COMMITTEE
NOVEMBER 16, 2017

SUBJECT: SYSTEMWIDE BUS NETWORK RESTRUCTURING
PLAN

ACTION: AWARD TASK ORDER

RECOMMENDATION

AUTHORIZE the Chief Executive Officer to award an 18-month, firm fixed price Task Order No.
PS878320003041 under Countywide Planning Services Bench Contract No. PS4010-3041-F-XX with
Cambridge Systematics, Inc., for an amount of $1,295,762, to develop a Systemwide Bus Network
Restructuring Plan, subject to resolution of protest(s), if any.

ISSUE

In May 2017, staff briefed the Board of Directors on the need to conduct the Metro Service Study
(Systemwide Bus Network Restructuring Study). In August 2017, staff presented a status report to
the Board, indicating that a task order Request for Proposals (RFP) was issued to the Countywide
Planning Bench contractors to assist in this effort. Board approval of the Contract is needed to
proceed with development of the Plan.

DISCUSSION

Background

Metro provides over 1.3 million customer trips per weekday with a fleet of over 2,200 buses, 219 light
rail, and 104 heavy rail cars. Service is distributed along an extensive network of 136 bus lines and
102 one way track miles of rail service that span 1,433 square miles of Los Angeles County. In
addition, Metro funds local bus services operated by sixteen (16) municipal bus operators and
several other community services providing almost 335K trips per day. Together, the municipal
operators account for roughly 30% of transit service within the County while Metro provides the
remaining 70%. Therefore, coordination of services, fare payment, signage and information is critical
to providing seamless services throughout the region.

Metro Page 1 of 5 Printed on 4/8/2022

powered by Legistar™


http://www.legistar.com/

File #: 2017-0623, File Type: Contract Agenda Number: 29.

The Metro bus and rail system will continue to expand with the passage of the County’s Measure R in
2008 and Measure M in 2016, both one-half cent sales taxes for transportation improvements.
Currently, three mega transit projects are being constructed, including Crenshaw/LAX, Regional
Connector, and the Purple Line Extension. Several others, including the Gold Line Foothill Extension
to Claremont, East San Fernando Valley Transit Corridor, West Santa Ana Transit Corridor,
Sepulveda Pass, and Bus Rapid Transit (BRT) between North Hollywood and Pasadena, and along
Vermont Avenue, are planned to be in construction within the next 10 years.

Despite being the second most heavily used bus and seventh most heavily used rail systems in the
country, and voter endorsement for continued growth, Metro’s sytemwide transit ridership continues
to decline, consistent with national trends. A recent survey of past riders found that 19% of
respondents stopped using Metro services primarily because their travel patterns changed, and
another 12% stated that it is too hard to get to and from transit. Eighteen percent and 11%,
respectively, mentioned slow speeds and service reliability were their main reasons for leaving
transit. Ridership declines can also be attributed to shifts in customer demographics and lifestyles,
changing workforce travel patterns, safety and security concerns, new technology and opportunities
for other travel options such as shared mobility on-demand.

Systemwide Bus Network Restructuring Study

Given the transforming landscape of transportation and travel demand within Los Angeles County,
Metro is embarking on an effort to restructure the entire bus network into a comprehensive and
intuitive system of high quality and integrated transit services that are relevant, reflective of, and
attractive to the diverse customer needs within Los Angeles County. More specifically, the service
restructuring aims to increase transit use within the County over the next decade by attracting
customers to ride more by retaining current customers, reclaiming past customers, and recruiting
new customers. In addition, the re-baselined bus network will set the foundation for future growth
from transportation investments provided through Measures R and M.

With the diversity and complexity of Metro’s governing boards, key stakeholders, customers, and
operating environment, the following principles are critical to the success of this project:

. Extensive public input and outreach throughout the project (early buy-in and understanding of
tradeoffs from Board and key stakeholders, and inclusive of LA County’s diverse communities).

. Integration/coordination with Metro’s Strategic Plan and Long Range Transportation Plan
(LRTP) update, as well as municipal operator system restructure plans.

. Collaborative process with local jurisdictions and other key stakeholders (implement service
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improvements in conjunction with transit supportive infrastructure and programs).

Openness to creativity and innovation.

To prepare the Plan, the Contractor shall successfully complete the following tasks, inclusive of
gathering data to answer the questions noted below, leading up to the implementation of a
systemwide bus network restructure.

Market Research, Market Segmentation Analysis and Travel Demand - A comprehensive
understanding of who our past, current and potential customers are. For what trip purposes are
they willing to use transit? When do they want to travel? What are the service attributes most
important to them? Where are they coming from and going to?

Existing Service Evaluation - What are the strengths, deficiencies, gaps and opportunities of
the existing Metro bus network? How are customers using the system, and how well do we meet
their needs? Where are the gaps and deficiencies in service and service attributes? Where are
the opportunities for ridership growth, and how much can ridership grow if we address our gaps
and deficiencies?

Establish Service Concepts - Develop a series of preferred service concepts to consider that
best match with the travel demand and service attributes most important to each customer group.
How do these service concepts address the gaps and deficiencies identified in the Existing
Service Evaluation? How will these service concepts create opportunities for ridership growth?
What are the tradeoffs between service concepts and how will the benefits outweigh the
negatives?

Service Design Guidelines - The service concepts will be translated into a set of service
design guidelines and criteria to ensure that any future adjustments to service are consistent with
the preferred service concept.

Capital Infrastructure Needs - Transit preferential infrastructure will be identified that will
enhance speed and reliability of bus service along key regional corridors, as well as infrastructure
to support new service delivery methods, and customer service infrastructure for major transfer
points and activity centers.

Service Restructuring Plan - The Contractor and Metro service planning and scheduling staff
will work hand in hand to develop a transit network based on the preferred Service Concept and
design guidelines that are anticipated to maximize ridership and improve customer experience
within: 1) existing resources, 2) 10% fewer resources, and 3) 10% greater resources.
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DETERMINATION OF SAFETY IMPACT

Conducting this study will not have any impacts on the safety of our customers and/or employees.

FINANCIAL IMPACT

The FY18 budget includes $1,000,000 in Cost Center 3151, project 306004 to conduct the
Systemwide Bus Network Restructuring Study. Since this is a multi-year contract, the Cost Center
Manager and Chief Operations Officer will be responsible for budgeting future years for the balance
of the remaining project budget.

Impact to Budget

The source of funds for this project will come from regional administration funds earned on
Proposition A sales tax. These funds are not eligible for operating or capital functions.

ALTERNATIVES CONSIDERED

The Board could consider not conducting this study and/or completing the study using in-house
resources. Neither of these options is recommended as the bus system continues to be misaligned
with current day travel demand and travel options and there are insufficient in-house resources to
conduct the study and develop a Plan of this magnitude.

NEXT STEPS

Upon Board approval, staff will execute Task Order No. PS878320003041 with Cambridge
Systematics, Inc. to develop a Systemwide Bus Network Restructuring Plan.

ATTACHMENTS

Attachment A - Procurement Summary
Attachment B - Task Order Log
Attachment C - DEOD Summary

Prepared by: Conan Cheung, SEO, Service Planning, Scheduling and Analysis, (213) 418-
3034
Reviewed by: James T. Gallagher, Chief Operations Officer, (213) 418-3108

Debra Avila, Chief Vendor/Contract Management Officer,
(213) 418-3051
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g

Phillip A. Washington \
Chief Executive Officer '
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ATTACHMENT A

PROCUREMENT SUMMARY

SYSTEMWIDE BUS NETWORK RESTRUCTURING PLAN/PS4010-3041-F-XX

1. Contract Number: PS4010-3041-F-XX Task Order No. PS878320003041

n

Recommended Vendor: Cambridge Systematics, Inc.

3. | Type of Procurement (check one): [ ]IFB []JRFP [ ] RFP-A&E
[ ] Non-Competitive [ ] Modification [X] Task Order

4, Procurement Dates:

A. Issued: 6/23/2017 to Discipline 1 (Transportation Planning) of the Countywide
Planning Bench

B. Advertised/Publicized: N/A

C. Pre-Proposal Conference: 7/7/2017

D. Proposals Due: 7/24/2017

E. Pre-Qualification Completed: 9/5/2017

F. Conflict of Interest Form Submitted to Ethics: 9/1/2017

G. Protest Period End Date: 11/20/2017

5. Solicitations Picked Bids/Proposals Received:
up/Downloaded: 17 2

6. Contract Administrator: Telephone Number:
Ana Rodriguez (213) 922-1076

7. Project Manager: Telephone Number:
Conan Cheung (213) 418-3034

. Procurement Background

This Board Action is to approve Task Order No. PS878320003041 issued under the
Countywide Planning Bench Contract No. PS4010-3041-F-XX in support of
restructuring Metro’s existing bus network to meet the needs of existing and future
patrons and increasing transit ridership. Board approval of contract awards are
subject to resolution of any properly submitted protest.

In September 2013, Metro’s Board of Directors approved the award of 63 contracts
under the Countywide Planning Bench (Bench) comprised of 17 disciplines for a
period of three years with two one-year options for professional services not-to-
exceed a cumulative amount of $30,000,000.

Task Order RFP No. PS43739-3041 was issued on June 23, 2017, in accordance
with Metro’s Acquisition Policy, to all members of Discipline 1 — Transportation
Planning of the Bench and the contract type is a firm fixed price.

One amendment was issued during the solicitation phase of this Task Order RFP:

e Amendment No. 1, issued on June 27, 2017, clarified the pre-proposal
conference date.

A pre-proposal conference was held on July 7, 2017 and was attended by ten
participants representing nine firms. There were five questions submitted and
responses were released prior to the proposal due date.
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A total of two proposals were received on July 24, 2017.

. Evaluation of Proposals

A Proposal Evaluation Team (PET) consisting of staff from Metro departments
including the Service Development, Scheduling and Analysis Department,
Countywide Planning and Development Department, the Office of Extraordinary
Innovation, the Community Relations Department, the Transportation Planning
Department, and the Service Operations Department was convened and conducted
a comprehensive technical evaluation of the proposals received.

The proposals were evaluated based on the following evaluation criteria and
weights:

e Work Plan/Project Approach 35 percent
e Experience and Qualifications of the Proposed Personnel 20 percent
e Experience and Qualifications of the Consulting Team 20 percent
e Cost/Price Effectiveness 15 percent
e Small Business Preference 10 percent

The evaluation criteria are appropriate and consistent with criteria developed for
other, similar Task Order RFPs for professional services. Several factors were
considered when developing these weights, giving the greatest importance to the
Work Plan/Project Approach.

Both proposals received were determined to be within the competitive range and are
listed below in alphabetical order:

1. Cambridge Systematics, Inc.
2. Fehr and Peers, Inc.

From July 25, 2017 through August 9, 2017, the PET conducted its independent
evaluation of the proposals received. On August 9, 2017, the PET conducted
interviews with both firms. The firms’ project managers and key team members had
an opportunity to present each team’s qualifications and respond to the evaluation
committee’s questions. In general, each team’s presentation addressed the
requirements of the RFP, specifically their work plan, project approach, and their
experience. The teams responded to the questions from the PET that pertained to
their market research methodology, their information transference to key
stakeholders and other consultants, and their proposed approach to determining
service concepts from the market segmentation analysis.
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Qualifications Summary of Firms within the Competitive Range:

Cambridge Systematics, Inc.

Cambridge Systematics is an established transportation consulting firm that has
extensive public sector experience having worked with a vast number of federal,
state, and local agencies throughout the country and internationally. Services
provided include modeling and analytics, policy, planning and implementation and
technology solutions in the form of software to specifically address issues of transit,
planning, modeling, asset management, and mobility.

Cambridge Systematics provided a detailed and thorough response to the Task
Order RFP that demonstrated their significant understanding of travel patterns,
market segmentation analysis, route planning, service evaluation, forecasting and
operations efficiencies. The market segmentation methodology was described in
great detail and presented a balanced emphasis on understanding the general
service characteristics needed for the core network as well as allowing for specific
niche market needs for demand based service planning. Cambridge Systematics
also put together a team that has experience completing other similar
comprehensive operations analyses for large metropolitan areas across the United
States. Cambridge Systematics has four subconsultants, Transportation
Management & Design Inc. (TMD), HDR Engineering, Inc., Here Design Studio, and
Conifer Research LLC, that will lead or supplement tasks according to their
discipline expertise.

During their interview, Cambridge Systematics further exhibited their team’s
knowledge of transit market research, multimodal system evaluation and forecasting
as well as expanded on their approach. The proposed existing service evaluation is
robust and TMD will use their proprietary Service Analysis System (SAS) program
for analysis of ridership and operating performance at various geographic and
temporal levels that will be of great value in the restructuring effort. Cambridge and
their team also specifically addressed micro-transit and alternative service concepts
in their presentation expanding on the information provided in their proposal and
demonstrated some potential interactions between the traditional and emerging
public transportation possibilities.

Fehr and Peers, Inc.

Based out of Walnut Creek, CA, Fehr and Peers is a transportation consulting firm
which specializes in providing transportation planning and engineering services.
Fehr and Peers’ services include land use and transportation studies, travel behavior
and forecasting, bicycle and pedestrian planning and many others. Fehr and Peers’
proposal demonstrated an understanding of the importance of public engagement;
however, their proposed service evaluation did not go into sufficient depth to gain an
understanding of the different factors affecting ridership. Also, their market research
approach seemed to heavily rely on work being conducted through a different study,
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namely the Ridership Growth Action Plan and there was not a significant identifiable
link between the findings of the market segmentation analysis and the development
of the service concepts and design guidelines. Furthermore, their service concept
methodology seemed to assume a single concept solution which does not account
for alternative service delivery methods named in the RFP such as micro-transit and
flex route alternatives. Fehr and Peers was given the opportunity to address this
issue at the interview; however, their responses seemed to indicate that other
service concepts would not be prominently considered in their restructuring plans.

Following is a summary of the PET evaluation scores:

Weighted
Average Factor Average

1 Firm Score Weight Score Rank

2 | Cambridge Systematics, Inc.

3 | Work Plan/Project Approach 77.73 35.00% 27.21
Experience and Qualifications of

4 | the Proposed Personnel 83.62 20.00% 16.72
Experience and Qualifications of

5 | the Consulting Team 80.81 20.00% 16.16

6 | Cost/Price Effectiveness 100.00 15.00% 15.00

7 | Small Business Preference 50.00 10.00% 5.00

8 | Total 100.00% 80.09 1

9 | Fehr and Peers, Inc.

10 | Work Plan/Project Approach 68.34 35.00% 23.92
Experience and Qualifications of

11 | the Proposed Personnel 76.68 20.00% 15.34
Experience and Qualifications of

12 | the Consulting Team 73.03 20.00% 14.61

13 | Cost/Price Effectiveness 78.07 15.00% 11.71

14 | Small Business Preference 50.00 10.00% 5.00

15 | Total 100.00% 70.58 2
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C. Price Analysis

The recommended price has been determined to be fair and reasonable based upon
adequate price competition, an independent cost estimate, price analysis, technical
analysis, fact finding, and negotiations.

Proposer Name Proposal Metro ICE Negotiated
Amount Amount
1. | Cambridge Systematics, Inc. $1,398,085 | $1,262,427 $1,295,762

2. | Fehr and Peers, Inc. $1,798,852

D. Background on Recommended Contractor

The recommended firm, Cambridge Systematics, Inc., was founded in 1972 in
Massachusetts and specializes in applying systematic analysis to problems of
transportation, the environment, urban development, and regional planning.
Cambridge has locations in nine different states, including two locations in California,
and has expanded to service international clients as well. Similar past projects for
Cambridge and their team include the Chicago Regional Transportation Authority
Market Analysis Study, the Santa Clara Valley Transportation Authority Metropolitan
Comprehensive Operational Analysis, and the Nashville Metropolitan Transit
Authority Comprehensive Operations Analysis. Cambridge has a history of working
with Metro, on projects such as the Long Range Transportation Plan, and the Metro
Mobility Matrix assessments for the San Gabriel Valley, North County, and South
Bay Cities.
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TASK ORDER LOG

ATTACHMENT B

COUNTYWIDE PLANNING BENCH/CONTRACT NO. PS4010-3041

TASK ORDER LOG VALUE ISSUED TO DATE

Discipline No./ Contract No. Contractor Value of Task
Description Orders Issued
to Date
1/Transportation Planning | PS4010-3041-O-XX David Evans & $459,587.68
Associates, Inc.
PS4010-3041-BB-XX | IBI Group $343,471.02

PS4010-3041-F-XX

Cambridge Systematics,
Inc.

This Pending Action

$2,870,664.74

+$1,295,762.00

PS4010-3041-U-XX

Fehr & Peers

$1,978,617.34

PS4010-3041-YY-XX STV Corporation $490,954.00
PS4010-3041-I1-XX CH2M Hill, Inc. $286,865.00
PS4010-3041-DD-XX Iteris, Inc. $1,911,605.06

PS4010-3041-Y1-XX

HDR Engineering, Inc.

$1,641,541.24

PS4010-3041-Y1-XX

KOA Corporation

$298,142.85

PS4010-3041-RR-XX

Parsons Transportation
Group

$1,832,178.00

PS4010-3041-EE-XX

Kimley Horn &
Associates, Inc.

$291,005.46

PS4010-3041-A-XX

AECOM Technical
Services, Inc.

$1,954,168.96

PS4010-3041-QQ-XX | Parsons Brinckerhoff, $920,819.00
Inc.
Subtotal | $16,575,382.35
2/Environmental Planning | PS4010-3041-FF-XX Kleinfelder, Inc. $839,361.71
Subtotal | $839,361.71
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ATTACHMENT B

6/Architecture PS4010-3041-RR-XX | Parsons Transportation $115,817.00
Group

PS4010-3041-W-XX | Gensler $269,041.34

Subtotal | $384,858.34

7/Urban Design PS4010-3041-W-XX Gensler $406,905.18

Subtotal | $406,905.18

9/Environmental Graphic | PS4010-3041-WW-09 | Selbert Perkins Design $248,361.00

Design

Subtotal | $248,361.00

11/Financial Analysis PS4010-3041-I1-XX CH2M Hill, Inc. $587,011.00

Subtotal | $587,011.00

12/Land Use and PS4010-3041-BB-XX IBI Group $299,986.00
Regulatory Planning

Subtotal | $299,986.00

13/Sustainability/Active
Transportation

PS4010-3041-U-XX

Fehr & Peers

$1,950,067.67

PS4010-3041-XX-13

Stantec Consulting
Services, Inc.

$618,390.76

Subtotal | $2,568,458.43
14/Database Technical PS4010-3041-PP-14 Novanis $1,310,664.93
Services

PS4010-3041-KKK-14 | Accenture LLP $101,000.00

Subtotal | $1,411,664.93
17/Community Outreach/ | PS4010-3041-EEE-17 | The Robert Group $771,839.00
Public Education &

Research Services
PS4010-3041-D-17 Arellano Associates $564,877.00

Subtotal

$1,336,716.00

Total Task Orders
Awarded to Date

$24,658,704.94

Board Authorized Not-
To-Exceed (NTE)
Cumulative Total Value

$30,000,000.00

Remaining Board
Authorized NTE
Cumulative Total Value

$5,341,295.06

No. 1.0.10
Revised 02-22-16



ATTACHMENT C

DEOD SUMMARY
SYSTEMWIDE BUS NETWORK RESTRUCTURING PLAN/PS4010-3041-F-XX

A. Small Business Participation

The Diversity and Economic Opportunity Department (DEOD) established a 30%
Small Business Enterprise (SBE) goal for this solicitation. Cambridge Systematics,
Inc. exceeded the goal by making a 60.43% SBE commitment.

Small Business 30% SBE Small Business 60.43% SBE
Goal Commitment
SBE Subcontractors % Committed
1. | Transportation Management & Design 56.57%
2. | Here Design Studio 3.86%
Total Commitment 60.43%

B. Living Wage and Service Contract Worker Retention Policy Applicability

The Living Wage and Service Contract Worker Retention Policy is not applicable to
this Contract.

C. Prevailing Wage Applicability

Prevailing wages are not applicable to this Contract.

D. Project Labor Agreement/Construction Careers Policy

Project Labor Agreement/Construction Careers Policy is not applicable to this
Contract.

No. 1.0.10
Revised 01-29-15



Los Angeles County
MetrO Metropolitan Transportation
Authority
One Gateway Plaza
@ 3rd Floor Board Room
B B r R Los Angeles, CA
Metro oard Report
File #: 2017-0766, File Type: Oral Report / Presentation Agenda Number: 40.

AD HOC CUSTOMER EXPERIENCE COMMITTEE
NOVEMBER 16, 2017

SUBJECT: ORAL REPORT ON MICROTRANSIT PILOT (MTP)
ACTION: RECEIVE ORAL REPORT

RECOMMENDATION

RECEIVE oral Report on MicroTransit Pilot (MTP).

DISCUSSION

To leverage new innovations in transportation technology, Metro’s Office of Extraordinary Innovation
(OEl) is leading the development of a new demand-responsive transportation service called
MicroTransit. The goal of the pilot is to attract more customers to Metro, and improve services for
existing customers, by testing a new user-friendly and intuitive service.

On October 25, 2017, the agency issued a Request for Proposal to the private sector to team with
Metro to plan, design, implement and evaluate the brand new service. The pre-proposal conference
was held on November 14, 2017 and the proposal due date is December 6, 2017. The MicroTransit
Pilot (MTP) is an active procurement and as such Metro staff and leadership are bound by the
agency’s policies pertaining to the blackout period.

Prepared by: Rani Narula-Woods, Sr. Director, Special Projects, Office of Extraordinary Innovation
(213) 922-7414

Reviewed by: Dr. Joshua L. Schank, Chief Innovation Officer, (213) 922-5533
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Phillip A. Washington \
Chief Executive Officer '
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MicroTransit Pilot (MTP)
Ad-Hoc Customer Experience Committee
Board Iltem # 2017-0766

@ Metro



MicroTransit Pilot (MTP)

Metro aims to increase customer satisfaction & attract new riders
with a dynamically routed, data-driven, demand-responsive
MicroTransit service.

* Project Background

o Unsolicited Proposal

* Request for Proposal (RFP)
o Metro Seeks Meaningful Partnership with Private Sector
o Part A: Planning and Design

o Part B: Implementation and Evaluation

* Project Status
o RFP Issued on Wednesday, October 25, 2017
o Pre-Proposal Conference Held on Tuesday, November 14, 2017

o Proposals Due on Wednesday, December 6, 2017

@ Metro



Los Angeles County
MetrO Metropolitan Transportation
Authority
One Gateway Plaza
@ 3rd Floor Board Room
B B r R Los Angeles, CA
Metro oard Report
File #: 2017-0775, File Type: Informational Report Agenda Number: 41.

AD HOC CUSTOMER EXPERIENCE COMMITTEE
NOVEMBER 16, 2017

SUBJECT: TAP REGIONAL INTEGRATION UPDATE
ACTION: RECEIVE AND FILE

RECOMMENDATION

RECEIVE AND FILE update on TAP Regional Integration.

ISSUE

Metro Board Chair Garcetti requested an update on TAP regional integration, including 1) update on
enabling TAP to be used to pay for bikeshare and other account-based programs; 2) update on the
TAP mobile app; 3) update on any plans to expand TAP to be able to pay for things beyond transit
fare (as exampled by Hong Kong’s Octopus card and; 4) next steps for TAP.

DISCUSSION

TAP has been busy over the past year building the architecture for a new account-based hybrid
system that will work together with our regional transit system. This new hybrid system is an
innovation for transit, in that it works together with our existing card-based system to offer additional
payment connectivity to programs other than transit.

Enabling TAP for Bike Share and Other Account-Based Programs

TAP has been working for the past year to build the architecture of integration so that many
programs, including Bike Share can integrate with TAP payment. The Metro Bike Share team, the
Bike Share Vendors and Salesforce Integrators have been working together to integrate payment
options so that connections for payment from a TAP account will be available by next summer, 2018
(See ATTACHMENT A, Timeline for TAP Account-Based Functions). Other programs will also be able
to take advantage of the same connections, once built, with minimal integration challenges. This
would enable other multi-modal integration with Fare Subsidy Programs such as LIFE (formerly Rider
Relief Transportation Program), parking services, electric vehicle car sharing, last mile services and
many more.

TAP Mobile App

While the architecture must be finished for the TAP account-based payment system in order for the
TAP App to be released, TAP is nonetheless working in parallel on the regional Mobile App. The App
will feature some innovative functions that have not been seen yet in the transit space. The TAP App
will feature the ability to use a phone’s Near Field Communication (NFC) abilities to act like a ticket
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vending machine to tap and load a card in Phase 1. In Phase 2, the phone will act like a TAP card
itself, and will be able to be recognized the same as the customer’s TAP card at faregates and other
fare equipment. Android devices have this ability turned on now, and Apple is expected to have these
abilities turned on in the near future. The app is planned to have multiple functions and will offer a
number of customized, customer-friendly options that are not available in off-the-shelf transit apps.
The app’s options include:

» Ability to load a card by tapping your phone in Phase 1
. Ability to use phone as TAP card in Phase 2

. Flash pass and bar code abilities for events such as pro sports games, entertainment,
concerts and more

. Integration with any account-based programs such as Bikeshare, Fare Subsidy Programs,
electric vehicle car-share, last mile options, Expresslanes and more

. Next-bus and Next-rail arrival information

. Trip-planner

. Rewards

. Discounts

. TAP vendor locator

* Notifications and alerts
« Shared revenue model for advertising
. Options for cash payment

Plans to Expand TAP Ability for Payment Beyond Transit

Board Chair Garcetti requested a report on TAP’s possibilities to act like the Octopus card from Hong
Kong’s transit system. The Octopus card also works in retail chains and restaurants. Hong Kong is
very nimble and has a government that can mandate retail integration. The US retail system is
currently not compatible with the Octopus concept, however, we are building our system so that
future open payment may be easily adapted. TAP is working alongside New York, San Francisco,
Chicago and other major transit agencies in a joint effort to lobby the major credit card companies
and banks to be more flexible with payment for transit. This would include chip-based cards that will
enable fast transit payment and entry onto buses and trains.

FINANCIAL IMPACT
There is no additional financial impact of the items in this report, since they have been previously
budgeted in the FY2017 and FY2018 budgets.

ALTERNATIVES CONSIDERED
Alternatives considered could be to stop any or all of the progress on the above items but this is not
recommended, as customer experience will be negatively affected.

NEXT STEPS

TAP will finish building the hybrid account-based system with Salesforce over the next year. This
system will interface with numerous programs, and provide unified customer service and one simple
account to pay for multiple programs. The new, flexible system will provide discounts across
programs, offer customizable rewards, incentivize behaviors, offer event partnering capabilities and
feature multiple modern account loading choices. The system also enables the unbanked to
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participate in programs in which they were unable to participate in the past. Additional TAP initiatives
that are ongoing are Transfer on 2nd boarding, retail TAP gift cards, addition of Stored Value
purchase on bus, token transition to TAP, TAP wearables, Regional TVMs, TVM screen upgrades and
other equipment upgrades. TAP will continue to actively work along with other major cities on
nationwide efforts toward open payment, banking and credit card regulations that are favorable for
transit customers.

ATTACHMENTS

Attachment A - Timeline for TAP Account-Based Functions
Attachment B - TAP Regional Mobility Account (Presentation)

Prepared by: Robin O’Hara, Deputy Executive Officer, (213) 922-2411
David Sutton, Executive Officer, (213) 922-5633

Reviewed by: Nalini Ahuja, Chief Financial Officer, (213) 922-3088

Rl

Phillip A. Washington \
Chief Executive Officer '
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Timeline for TAP account-based functions
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Additional TAP initiatives

What's next for TAP

Building a hybrid account based system with Salesforce
Interfaces with numerous programs

Unified Customer Service

Allows unbanked to participate in programs
Provides discounts across programs

Offers customizable rewards

Incentivizes behaviors

Event “flash pass” capabilities

Account loading choices p= A s Sl - -
Gift Card >/ Sl = = Vo T S, | < Ride-Hailing
Programs s EES=as "~ Services

Transfer on 2"d boarding
Retail gifts cards

Stored Value on bus
Token transition to TAP
Wearables

Regional TVMs

TVM screen upgrades

Fare media equipment upgrades \ - -
Q o

Fare Subsidy A
Programs

AEV Car-sharing



Mobile App, Bikeshare, Fare Subsidy and
Retail Fare Sales Software

Ability to load a card by tapping your phone in Phase 1
Ability to use phone as TAP card in Phase 2
Includes flash pass and bar code for events such as NFL games

Integrates with all account-based programs such as Bikeshare,
Fare Subsidy Programs, EV Car-Share, Via, Expresslanes,

Fare subsidy programs (LIFE) no longer has to use paper
coupons

Next-bus and Next-rail capabilities
Trip-planner

Rewards

Discounts

TAP vendor locator

Notifications and alerts

Geo-location

Shared revenue model for advertising




G1ves access to the unbanked

 Access to programs previously out of reach
e Options to load cash (Drug Stores and TVMs)
« Mobile access to all programs
o /0% have smart phones instead of computers




Offer rewards: Let patron choose




Modern Account Loading Possibilities:
Gets Cash Out of the System

PayNearMe




Can TAP expand to pay for things beyond

transit like Octopus card?

 Octopus: Hong Kong's transit card
that also works in retail chains and
restaurants

« Hong Kong is nimble with a
government that can mandate retall
iIntegration

e US retail cards currently not
compatible with Octopus concept

-+ We are building our account based
.~ system so that future open payment
may be easily adapted, similar to
Octopus
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Timeline for account-based functions
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Los Angeles County
MetrO Metropolitan Transportation
Authority
One Gateway Plaza
@ 3rd Floor Board Room
B B r R Los Angeles, CA
Metro oard Report
File #: 2017-0606, File Type: Informational Report Agenda Number: 31.

SYSTEM SAFETY, SECURITY AND OPERATIONS COMMITTEE
AD HOC CUSTOMER EXPERIENCE COMMITTEE
NOVEMBER 16, 2017

SUBJECT: OFFICE OF THE INSPECTOR GENERAL REPORT
ON REVIEW OF METRO RAIL SERVICE DISRUPTIONS

ACTION: RECEIVE AND FILE

RECOMMENDATION

RECEIVE AND FILE Report on Review of Metro Rail Service Disruptions.
ISSUE

The Metro Office of the Inspector General conducted a customer impact focused study on rail service
disruptions to consider whether state of good repair priorities should be adjusted to improve the
customer experience. Historically, Metro has based capital investments on the priorities of the
agency, expertise of asset managers, and age of transit assets and infrastructure. Recently, the
agency has begun conducting asset condition surveys, which will allow better capital investment
priorities. We understand that these efforts may take several years. Therefore, we conducted this
study with the assistance of a rail expert, The Wathen Group (TWG), a small woman owned business
enterprise, to first identify and evaluate the top incidents causing delay for each rail line, and then
determine if the issues causing delays are being addressed and appropriate state of good repair
(SGR) investments are being made to reduce their reoccurrence. This customer impact based study
is complementary to the agency’s on-going asset condition surveys as it re-prioritizes its capital
repair and replacement plans.

DISCUSSION

A primary goal of Metro and its Board is to improve the customer experience. For the Operations
Department, this includes developing and improving in-service on-time performance, and
implementing efficient and effective transit service. The Operations and Risk Management
Departments support this agency goal by implementing an industry leading SGR program that will
improve reliability, prioritize the performance of scheduled and preventive maintenance of assets,
meet SGR goals, reduce breakdowns, and better meet the daily transit needs of customers.

In 2016, the Operations Department reported 2,585 service disruptions on all rail lines. These delay
incidents were categorized into 15 major incident types. This review focused on delay incidents within
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Metro’s control and related to asset maintenance, and therefore excluded 441 delay incidents
categorized as Police/Health. Of the remaining 2,144 incidents that were part of this analysis, the
major categories of incidents were rail vehicles, rail operations, traction power, yard control, and
signals. In 2016, rail vehicle incidents (e.g. speed sensor, mechanical, propulsion, door) and rail
operations incidents (e.g. operator absence or errors, service capacity, no equipment, single track
delay) were the two most frequent types of service delay incidents across all rail lines, accounting for
nearly 82% of the delay incidents. The third leading category of incident delays was different for
each line.

A.

For the Metro Blue Line (MBL), traction power was the third top cause of delays.

For the Metro Expo Line and Metro Gold Line (MGDL), yard control was the third top cause of
delays.

For the Metro Green Line (MGL) and Metro Red Line (MRL), signal was the third top cause of
delays.

Key Findings

The report has overall findings include:

Metro does not currently have a good system or complete information to identify root cause for
service delays. The root cause for many delay incidents was not identified in Metro’s records.
Metro lacks asset condition surveys for each asset class. These surveys are essential for
identifying and rating the condition of each asset and its component parts as a guidepost to
State of Good Repair investment decisions.

In the absence of consistent root cause information and support from complementary asset
condition surveys, the ability to ensure that capital and maintenance programs are adequately
and timely addressing critical needs is significantly limited. Once a system is established, it
should be maintained.

For various reasons prior management did not conduct midlife overhauls on the P865/2020
cars (40% of the light rail vehicle (LRV) fleet) and the Base Buy subway cars (29% of subway
fleet), which are now the oldest cars in their respective fleets. With these cars remaining in
service longer than anticipated, they are experiencing more component failures and are kept
in service by as needed maintenance. Current Metro management has already begun the
overhaul process and is in various stages of completeness depending on the model of the car.
Operator non-availability, lateness for schedule pullouts, insufficient Rail Operator Extraboard
staffing levels were key contributors to Rail Operations service related delays. However, this is
not a SGR issue so we did not focus our study on this matter.

The top three incidents due to Yard Control were late pull out (46%), no equipment (21%), and
operator related (18%), such as not enough operators.

Traction power failures on the MBL resulted in 357 cancelled trips and 107 late trips.

The review also found that Metro is in the midst of implementing important improvements to its SGR
program. In this regard, Metro is:

Implementing asset condition surveys across all assets, which will allow better investment
priorities to be set to address safety and reliability needs.
Redesigning the M3 maintenance system, which promises to combine diverse incident

Metro
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databases and provide a platform for tracking root cause of incidents.

B. Mitigating Delay Incidents Through State of Good Repair Investment

The $4.8 billion dedicated to state of good repair over ten years as described in the Short Range
Transportation Plan demonstrates Metro’s focus on SGR. However, this amount comes to $480
million per year, which needs to cover many assets. In addition to addressing rolling stock for bus
and rail, it also must address the needs of an aging infrastructure such as the Blue Line power
traction substations. These competing needs are clearly reflected in the FY2018 Adopted Budget.
The FY2018 Adopted Capital Program of $2.09 billion includes $1.7 billion for expansions and $394
million for Operating Capital, which covers safety and security projects, bus and rail state of good
repair, capital infrastructure and other related investment categories. The total budgeted specifically
for Rail State of Good Repair is $224 million. Of this total, $145 million (65%) is for vehicle
investments that address the types of issues identified in TWG’s analysis of vehicle related service
disruption incidents.

Going forward, Metro will need to reevaluate whether its investment strategy is sufficient once the
asset condition inventories are completed and priorities for investments to achieve a state of good
repair are set. While expansion of the system is critical, it cannot take place at the expense of
maintaining the existing system. Specific impact analysis including root causes for service
disruptions should be utilized to further refine and prioritize funding allocation.

C. Recommendations:

The report makes 57 recommendations which Metro can take to better identify track, and reduce
incidents that result in service disruptions. They are listed in Appendix B of the report.

NEXT STEPS

Metro management should:

e Finish assigning an individual responsible for championing the Agency Operations and SGR
review and analysis of the findings and recommendations in the report and taking appropriate
actions;

e Further complete the Schedule for Tracking Metro’s Proposed Actions in response to the
recommendations provided in Appendix B of the report as determinations are made on
implementing the recommendations; and

e Periodically report to the Metro Board on the status of actions taken to implement the
recommendations.

ATTACHMENTS

Attachment A - Report on Review of Metro Rail Service Disruption
Attachment B - Management Response

Prepared by: Andrew Lin, Audit Manager, (213) 244-7329
Yvonne Zheng, Senior Manager, Audit, (213) 244-7301
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Reviewed by: Karen Gorman, Inspector General, (213) 922-2975

7Karen gé
Inspector General/Chief Ethics Officer/

hief Heanng Officer
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Review of Metro Rail
Service Disruptions
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Los Angeles County Office of the Inspector General 213.244.7300 Tel
Metropolitan Transportation Authority 818 West 7" Street, Suite 500

Los Angeles, CA 90017
Metro

October 24, 2017

Metro Board

RE: Review of Metro Rail Service Disruptions
Dear Metro Board Directors:

The Office of the Inspector General conducted a customer impact focused study on the State of
Good Repair budget to determine if priorities address rail service disruptions and how we might
improve the customer experience. Historically, Metro has based capital investments on the
priorities of the agency, expertise of asset managers, and age of transit assets and infrastructure.
Recently, the agency has begun conducting asset condition surveys, which will allow better
capital investment priorities. We understand that these efforts may take several years.
Therefore, we conducted this study with the assistance of a rail expert, The Wathen Group, to
first identify and evaluate the top three service disruption categories for each rail line, and then
determine if the issues causing delays are being addressed and appropriate state of good repair
(SGR) investments are being made to reduce their reoccurrence. This study is complementary to
the agency’s on-going asset condition surveys as it re-prioritizes its capital repair and
replacement plans.

The review analyzed service disruption incidents in five major categories: rail vehicles, rail
operations, traction power, yard controls, and signals. In 2016, rail vehicle and rail operations
incidents were the most frequent categories of service delay incidents accounting for nearly 82%
of the total delay incidents. Overall findings include:

e Metro does not currently have a good system or complete information to identify root
cause for service delays.

e There is currently a lack of asset condition surveys for each asset class. These surveys
are essential for identifying and rating the condition of each asset and its component parts
as a guidepost to SGR investment decisions.

e In the absence of consistent root cause information and support from complementary
asset condition surveys, the ability to ensure that capital and maintenance programs are
adequately and timely addressing critical needs is significantly limited.

e Performing rail vehicle overhauls is critical.

e Traction power failures including the centenaries are causing canceled trips on the Blue
Line. There is a budget to address this, but it should be reviewed for adequacy.

The review found that Metro is in the midst of implementing important improvements to its SGR
program. In this regard, Metro is:
e Implementing asset condition surveys across all assets, which will allow better
investment priorities to be set to address safety and reliability needs.
e Redesigning the M3 maintenance system, which promises to combine diverse incident
databases and provide a platform for tracking root cause of incidents.



The report makes 57 recommendations which Metro can take to better identify, track, and reduce
incidents that result in service disruptions. Those recommendations can be found in Appendix B

of the report.

Metro management will spend several months to fully review the report, but provided a
preliminary response (attached) that stated Operations and Risk, Safety & Asset Management
Departments will begin the process to implement the recommendations over the coming year.

Sincerely, -

L e

dp—

tor General
pector r:c}pa

cc:  Phillip Washington
Stephanie Wiggins
James Gallagher
Greg Kildare
Board Deputies



Metro Interoffice Memo

" Date October 1 9, 2017
"To KarenGorman -
Inspector General
From James T. Gallagher — fﬁ_ '_—
Chief Operations Officer
CcC Greg Kildare
Chief Risk, Safety & Asset Management
Officer
Subject Management Response to the Draft Rail

Service Disruption Review Report

Operations Management has received and reviewed the Rail Service Disruption Review Report
issued by the Office of Inspector General. The report includes a total of 57 recommendations
relative to Metro assets, State of Good Repair (SGR) efforts and projects, Enterprise Asset
Management Plan initiatives, rail vehicles, rail operations, yard control, signals, traction
power, and the mitigation, identification, tracking, and investigation processes of incidents
that result in service delays.

The Operations and Risk, Safety & Asset Management Departments will begin the process to
implement change recommendations over the next year; joining efforts with the Safety Culture
Initiative that was launched in May 2017. Staff will provide regular updates to the OIG as
recommendations are addressed and/or closed out.

Cc:  Phillip Washington, Metro Chief Executive Officer
Metro Board of Directors
Andrew Lin, Audit Manager
Bernard Jackson, Sr. EO, Rail Operations
Errol Taylor, Sr. EO, Rail Maintenance & Engineering
Bob Spadafora, Sr. EQ, Rail Fleet Services
Diane Corral-Lopez, EO, Operations Administration
Vijay Khawani, EO, Corporate Safety
Nancy Alberto-Saravia, Sr. Manager, Transportation Planning
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Executive Summary

Introduction

The Metro Inspector General retained The Wathen Group (TWG) to first identify and evaluate the top
three incident delay categories for each rail line, and then determine if the issues causing delays are being
addressed and appropriate state of good repair (SGR) investments are being made to reduce their reoccurrence.
Essentially an “impact based” capital assessment. The Inspector General recognized a primary goal of the
Los Angeles County Metropolitan Transportation Authority (Metro) and its Board is to improve the
customer experience. For the Operations Department, this means developing and improving in-service
on-time performance, and implementing efficient and effective transit service. The Operations Department
supports this agency goal by implementing an industry leading SGR program that will improve reliability,
prioritize the performance of scheduled and preventive maintenance of assets, meet SGR goals, reduce

breakdowns, and better meet the daily transit needs of customers.

The data set provided to TWG includes 2,585 service delay incidents within LA Metro Rail in 2016 on all
rail lines. These delay incidents were categorized into 15 major incident types. Since the primary goal of
this review was to determine whether the capital and maintenance programs are adequately and timely
addressing critical needs as identified through incidents that have caused delays on the system, the analysis
focused on delay incidents within Metro’s control and therefore excluded 441 delay incidents categorized
as Police/Health. While these delays were not included in the analysis, it should be noted that Police/
Health delay incidents represented 17% of the total delay incidents, 28% of total cancelled trips, and 17%
of late trips, with an average maximum delay of nearly 20 minutes. Since Police/Health incidents account
for a significant portion of total delay incidents, Metro should review its approach to these incidents in
partnership with responding law enforcement agencies to ensure its new transit security focus protects

both the health and safety of the public as well as promotes the service reliability on which they depend.

Of the remaining 2,144 incidents that were part of this analysis, the major incidents were those categorized
as: rail vehicles, rail operations, traction power, yard control, and signals. In 2016, rail vehicle incidents
and rail operations incidents were the top two most frequent service delay incidents across all rail lines,
accounting for nearly 82% of the delay incidents. The third leading category of incident delays was different

for each line.

. For the Metro Blue Line (MBL), traction power was the third top cause of delays analyzed by

TWG; while rail accidents exceeded traction power in frequency on MBL by three incidents,
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given the goal of evaluating capital/maintenance related events, TWG reviewed traction

power incidents.

. For the Metro Expo Line (Expo) and Metro Gold Line (MGDL), yard control was the third top

cause of delays.

. For the Metro Green Line (MGL) and Metro Red Line (MRL), signals were the third top cause
of delays.

These incidents all caused delays of varying magnitude, inconveniencing customers at all hours of the
day throughout the year. In addition to these delay incidents, Metro managers also recorded hundreds of
additional incidents that occurred throughout the year that did not result in delays; but if the underlying
causes are not addressed now, delays could occur in the future. Reducing these incidents to the extent they

are within Metro’s control promises improved service for all riders.

Key Findings

The report findings provide insights into the overall difficulty of evaluating delay data in a meaningful way
to assess trends and mitigations. The report also evaluates each of the top three categories of delay by line
and discusses specific findings and recommendations. The summary below is structured in six sections:

1. Overall; 2. Rail Vehicle Delays; 3. Rail Operations Delays; 4. Yard Control Delays; 5. Signal Delays; and

6. Traction Power Delays.
1. Overall Findings Applicable to All Delay Incidents

. The root cause for many delay incidents was not identified in Metro’s records. In order to achieve
a reduction in delay incidents, Metro must identify the root cause of these delays and then ensure
that investments, both capital and operating, are in place to address the root cause problems. This
presents the primary challenge for Metro to consistently identify the root cause of the problem.
Since these incidents typically occur in the field, Metro staff are appropriately focused on
returning to normal service as soon as possible. Field and time constraints limit the ability to fully

assess the cause of the problem.

. For incidents that generate a work order, further review of the work order often identifies the root
cause since the maintainer replaces/repairs the damaged component. However, mining that
information from the work order to capture the root cause of the failure is a time consuming

process. There is no consistent nomenclature or location for recording this information on the
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work order. As a consequence, incidents were grouped into broad and often meaningless
categories. Capturing the root cause in a clear and prominent way would create a direct path to

understand what, if any, investments would address those causes and mitigate those incidents.

. The difficulty in determining the root cause is further complicated by the current lack of asset
condition surveys for each asset class. These surveys identify and rate the condition of each asset
and its component parts as a guidepost to state of good repair investment decisions. More
specifically, the surveys identify those components most at risk for causing safety and/or service
impacts. Pending completion of these surveys, Metro tends to respond to incidents reactively,
in response to an actual failure, as opposed to proactively addressing components identified

through surveys.

. In the absence of consistent root cause information and support from complementary asset
condition inventories, the ability to ensure that the capital and maintenance programs are
adequately and timely addressing critical needs is significantly limited. The expertise of Metro’s
personnel and knowledge of their areas of responsibility ensure that maintenance and
investments generally meet their current needs but do not provide an understanding of progress

toward State of Good Repair or resolution of root cause failure trends.

. Metro currently does not have a good system to identify root cause for service delays. Therefore,
it is difficult to determine if the issues causing the delays are being addressed and appropriate
SGR investments are being made to reduce their reoccurrence.

2. Rail Vehicle Incidents Findings

. Rail Vehicle Service Delay Incidents are a small subset of maintenance shop statistics on fleet
incidents, indicating that the majority of issues do not result in delay. However, determining
failure trends and areas warranting investment should rely on all this available data.

. 27% of Rail Vehicle Incident reports resulted in no problem being found by maintainers trouble
shooting the issue. Without a root cause identified in incident reports, the incident data cannot be

evaluated for mitigations.

. Midlife overhauls were not conducted on the P865/2020 cars (40% of the light rail vehicle (LRV)
fleet) and the Base Buy subway cars (29% of subway fleet), which are now the oldest cars in their
respective fleets. With these cars remaining in service longer than anticipated, they are
experiencing more component failures and are kept in service by as needed maintenance. These

component upgrades will need to continue to ensure fleet reliability until these cars are replaced.
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s The P2000 fleet (31% of LRVs) has the most incidents per car (2.48 during 2016) but is about to

undergo a midlife overhaul.

. The P2550 cars (29% of LRVs), only 10 years old, are the most reliable LRV vehicles (.84 incidents
per car). These cars have a diagnostic system and display, which help reduce incident-causing

delays.
3. Rail Operations Incidents Findings

. Service incident delays attributed to Rail Operations represents a small percentage of the total
Metro Rail service delays; and even then, not all incidents resulting in service delays that are

designated as Rail Operations can be controlled within that Division.

. Operator non-availability and lateness for schedule pullouts were key contributors to those

factors attributed to Rail Operations service related delays.

. The impact of service recovery delays (delays due to other problems on the line, such as trains
with no movement or terminal delays) creates challenges in managing the Operator workforce.
Rail Operations’ Operator Extraboard staffing levels may not be sufficient as a mitigation
resource to address the scope and impact of Metro service incident delays. The initiation of
effective service recovery contingency plans is key to minimizing the impact of all Rail

Operations incidents.
4. Yard Control Incidents Findings
. Yard related service delays were largely not specific to the yards.

. The top three incidents due to Yard Control were late pull out (46%), no equipment (21%), and

operator related (18%), mostly operator not available.

5. Signal Incidents Findings

. The low number of identified signal incidents (72 during 2016) did not include the estimated
hundreds of additional signal failures that did not cause delay. As a result, it is difficult to provide
an objective analysis of the root causes and assess the current process for allocating capital funds

to progress the state of good repair for signal installations.
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> Signal failures that do not cause service disruptions are still likely to impact normal train
operation and could require a train to operate in a degraded mode of operation. These failures
were not captured in incident reports but should be part of Metro’s data analysis of root causes
of incidents.

. MGL has a relatively new signal system that should be in a state of good repair. On the MGL, 7 out
of the 16 incidents (44%) were attributed to “False Occupancy,” which caused 2 cancelled trips
and 27 late trips. A “False Occupancy” occurs when a track circuit falsely indicates the presence
of a train within its boundaries. The reports and associated work orders did not reveal a systemic

issue or a pattern of failures that is out of industry norm.

. The MRL cab-based signaling system, completed in 1993, should be in a state of good repair. On
the MRL, there were 10 incidents that caused 11 cancelled trips and 20 late trips during 2016.
The incident reports and associated work orders on the MRL did not identify a pattern of failure

either in specific components or as part of system functions.
6. Traction Power Incidents Findings
> Traction power failures on the MBL resulted in 357 cancelled trips and 107 late trips.

. The largest contributor to traction power incidents with significant impact on train service was
the failures or interference with the catenary infrastructure. The second largest contributor to
the incidents was related to failures in the Traction Power Substation equipment. Since catenary
failure/interference has a significant impact on train service, it should have a high priority with
respect to the State of Good Repair schedule. As part of a State of Good Repair project, Metro

should assess the design of the catenary system as well as condition of the installation.

Mitigating Delay Incidents through State of Good Repair Investment

Interviews with the Metro staff described an agency in the midst of implementing important improvements
to their State of Good Repair program. Metro is implementing asset condition surveys across all assets,
which will allow better investment priorities to be set to address safety and reliability needs. Metro is also
redesigning its Maintenance and Material Management System (M3), which promises to combine diverse
incident databases and provide a platform for tracking root cause of incidents, and is taking other steps to
implement a robust Enterprise Asset Management System. In the interim, maintenance activities address
most incidents that occur during daily service; and capital investments are based on the priorities of the

agency, departments, and expertise of the asset managers. While this analysis did not find any systemic
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failures, opportunities for improvement have been noted, particularly in this interim period before these

ongoing improvements are fully implemented.

The $4.8 billion dedicated to state of good repair over ten years as described in the Short Range Transportation
Plan demonstrates Metro's focus on SGR. However, this amount comes to $480 million per year, which
needs to cover many assets. In addition to addressing new rolling stock for bus and rail, it also must address
the needs of an aging infrastructure. Metro will need to reevaluate whether its investment strategy is sufficient
once the asset inventories are completed and priorities for investments to achieve a state of good repair
are set. While expansion of the system is critical, it cannot take place at the expense of maintaining the
existing system. Setting this balance, however, requires a firmer understanding of the condition of the core
infrastructure. Expediting the work currently under way will position Metro to better make these tradeoffs.

Recommendations

1. Overall recommendations that cut across all asset classes and all rail lines involve expediting critical

projects currently underway. These include:

. Finish the asset inventories in an expedited fashion, and establish a timely process for their
periodic refreshing (every 3 years is Metro’s goal).

. Use these inventories to lay the foundation to revise the SGR plan, supplemented by information
on the useful life of installation, failure rate, service needs, and available funding, with clear goals
as to the expected reduction in assets not in SGR. This revised plan needs to be multi-year based,
recognizing that as assets and their components are brought into SGR, others are falling out.

. Evaluate funding for state of good repair to ensure that it is enough to cover annual SGR goals,
including new rolling stock, as well as tending to the aging infrastructure.

. Expedite funding for and implement the redesign of the M3 system, so that all databases can be
probed for root cause trends allowing Metro to better mitigate causes of incidents and improve

reliability.

In the interim, steps can be taken to improve the understanding of root cause and to set investment

priorities, including:

. Instruct personnel on providing consistent and complete detailed information related to failures
in the work order (WO) reports.
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. Perform more thorough investigations and analysis to determine the root causes for high
frequency failures (the top three on each line) even if they do not result in service delays to allow

Metro to develop mitigations that promise to significantly reduce total delays.

. Establish a procedure for operating personnel to record the cause of any failure in normal

operations even if it does not result in a service delay.

. Conduct periodie condition surveys in advance of, and complementary to, the asset inventory that

is being undertaken.
. Attend to rail vehicle delays, which were the highest cause of delay across all lines, by setting
priorities based on Metro’s asset condition assessment as soon as it is complete to reduce

these incidents.

During this interim period, improvements can also be made in the Rail Operations Control (ROC) process
for recording delay incidents and in the information included in related work orders. These include:

. Improve Operators instruction to report any and all alert indications shown on the console.

. Establish a Mechanical Desk with a dedicated, 24/7 “super-tech” maintenance team in the ROC
to provide expert support to the ROC for equipment, systems and infrastructure faults.

. Establish a process that requires the applicable asset department to ascertain and record root

cause for failures.
In addition to the above overarching recommendations, the analysis yielded specific recommendations for
each of the top three causes of delay incidents by line: rail vehicles, rail operations, yard control, signals,
and traction power.

2, Rail Vehicle recommendations for each vehicle fleet follow:

Recommendations for the P865,/P2020 Fleet (69 cars representing 40% of all LRVs, deployed on the MBL

and Expo line).
. Identify the cars in the worst condition for decommissioning and use them as spare parts supply.
. Keep a large enough base fleet as floats to improve availability of P2o00 vehicles for

refurbishment, which have a higher delay incident rate.
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. Maintain the remaining P865 cars only out of the MBL shop, which has the best logistics to
maintain the P865 fleet.

. Continue with the component upgrades to keep a reduced fleet with increased reliability in

service until replaced by the P3010 cars.

. Keep the refurbishment program started by Metro to reduce fuse failures. Metro started this
program to minimize fuse failures by replacing worn components that can lead to failures.

. No major capital investment is needed for the P865/P2020 fleet.

Recommendations for the P2000 fleet (52 cars representing 31% of the LRVs, deployed on MBL, Expo,
and MGL).

. Plan the midlife overhaul to first upgrade the cars in the worst condition.

. Analyze the float vehicle needs for the P2000 midlife overhaul and assure enough cars to expedite

the overhaul.
. Improve the diagnostic capabilities of the new propulsion system.
Recommendations for the P2550 fleet (50 cars representing 29% of all LRVs, deployed on MGDL).
. Modify incident reports to include the information provided by the Train Operator Display (TOD).
. Report the time of the incident as shown on the TOD.

. Use the diagnostic system of a car to provide further valuable information to the maintainer

investigating the incident.
Recommendations for Base Buy subway cars (30 cars representing 29% of the subway fleet).

. Keep the cars running by continuing funding to maintain this fleet. Even though new cars have
been ordered, this funding should not be cut back.

. Assure that the knowledge of the chopper control unit is not lost before the new cars arrive. The

chopper converts fixed direct current (DC) input voltage to a variable DC output voltage for the

traction motor, which is controlled by these voltage variations. The base buy cars have a chopper
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propulsion and DC motors. Since this technology is over 50 years old and not used any more,
Metro must maintain the existing expertise of these controls. Modern vehicles use an inverter,
which works very differently from a chopper.
. Take Base Buy cars out of service as early as possible to reduce maintenance costs.
Recommendation for the A650 General Electric (GE) subway fleet (74 cars representing 71% of the subway fleet).
. Perform the midlife overhaul as planned.
3. Rail Operations Recommendations:
. Limit the designation of Rail Operations only to incidents that are accountable to that Division.
. Re-assess the level, allocation, and scheduling of Rail Operations Extraboard Operators as an
opportunity to mitigate the impact of all service incident related delays resulting from Operator
late or no show, Station Terminal and Yard Operator related delays, and “gap trains” staffing

(extra trains to supplement capacity when needed).

. Assess the impact of Operator absenteeism and late/missed trips on service and current remedial
measures to mitigate the level of occurrences.

. Evaluate Station Terminal operations and staffing needs to support on-time performance.

. Increase Rail Operators’ vehicle troubleshooting training as a means to reduce vehicle related
defect delays.

. Continue to assess the application of service contingency plans and related staff training required

to implement these plans.
. Assess the adequacy of Rail Operations’ schedule layover/recovery time at station terminals.
4. Yard Control Recommendations:
. Limit the designation of Yard Control incidents to those actually attributed to yards.

. Apply the Operator availability recommendations noted under “Rail Operations” above to those

same issues associated with Yard service delays.
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Review Yard vehicle availability constraints and evaluate options designed to further support the

consistent achievement of 100% equipment schedule availability.

5. Signals Recommendations:

&

Instruct signal maintenance personnel on providing consistent and complete detailed
information related to signal failures in the WO reports.

Perform more investigations and analysis to determine the root causes for high frequency failures
even if they do not result in service delays.

Establish a procedure for Operations personnel to record the impact of any signal failure on
normal operation even if it does not result in service delay.

Conduct periodic condition surveys on signal installations in advance of, and complementary to,
the asset inventory that will be undertaken soon.

Establish a process and a criterion for replacement of existing signal installations that includes
useful life of installation, failure rate, obsolescence, service needs and available funding.

Traction Power Recommendations:

Perform more investigations and analysis to determine the root causes for traction power failures.

Establish a procedure to instruct traction power maintenance personnel on providing complete

detailed information related to traction power failures in the WO reports.

Investigate the high level of failures that occurred at San Pedro Traction Power Substation.

Conduct periodic condition surveys on traction power equipment in advance of, and complementary
to, the asset inventory that will be undertaken soon.
Establish a process and a criterion for replacement of existing traction power equipment that

includes useful life of installation, failure rate, obsolescence, service needs, and available funding.
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Next Steps

This report provides steps that Metro can take to be in a position to better identify, track, and reduce
incidents occurring now. In addition, as Metro advances its initiatives related to its Enterprise Asset
Management Plan, its ability to mine its data for root cause, track trends, identify mitigations, and prioritize
investments will become increasingly effective. Metro should expedite those steps currently underway and

the recommendations discussed in this report to yield immediate and long term benefits.
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Background, Objectives, Statement of
Work, Methodology

Background

The Metro Inspector General retained The Wathen Group (TWG) to first identify and evaluate the top
three incident delay categories for each rail line, and then determine if the issues causing delays are being

addressed and appropriate SGR investments are being made to reduce their reoccurrence.

One of the primary goals of Los Angeles County Metropolitan Transportation Authority (Metro) is to improve
the customer experience. For the Operations Department, this means developing and improving in-service
on-time performance, and implementing efficient and effective bus and rail service. This service goal is
supported by the agency’s goal to implement an industry leading state of good repair program, which the
Operating Department implements by improving reliability, prioritizing the performance of scheduled
and preventive maintenance of assets, meeting SGR goals, reducing breakdowns, and better meeting the

daily service needs of customers.

Rail System: Metro operates six rail lines including two subway lines (Red and Purple) and four light rail
lines (Blue, Green, Gold and Expo lines) serving 93 stations. (For this report, the two subway lines will be
treated as one line.) These lines vary in age of infrastructure, rolling stock, and in distance as shown in the

table below; these differences affect system service performance.

Table 1: Metro Rail Line Characteristics

Rail Line Opened

. Meétro Red/Piirple Lines 1093 MacArthur Park, 1003 W |I_=:I1'|re,'r Subway/
MRL Western, 1996 Hollywood, 1909 North 17.4 Sllb‘l‘\-"‘;\f 16 (Inc. 6 shared)
. ( ) Hollywood, zooo E
. Metro Blue Line (MBL) 1990 22 Light Rail 22 (Inc. 3 shared)
. Metro Green Line (MGL) 1095 20 Light Rail 14 (Inc. 1 shared)
2 Eastside Extensi : Azus:
Metro Gold Line (MGDL) O3 Hasliite SRR L AR0E SR 31 Light Rail 27 (Inc. 1 shared)
Extension, 2016
. Metro Expo Line (Expo) 2p12 Extension to Santa Monica, 2016 15.1 Light Rail 19 (Inc. 2 shared)
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In 2016, 2,144 service disruption/delay incidents were reported on all Metro rail lines from the data set

that the OIG provided, with 14 major incident types as listed below:

Table 2: Rail Incidents in 2016

Ei E

Incident Type 2 S

. = L=

=1 =]

[} W
Rail Vehicles 247 456 323 272 1.288 134 134 1.422
Rail Operations 76 97 74 57 304 26 26 330

Traction Power 19 30 19 15 83 [¢] 9 92

Yard Control 25 17 25 13 8o 1 1 81
Signals 13 18 14 17 62 10 10 i
Rail Accident 13 33 18 4 68 4 4 i
Extra Service/

Missed Car Cut e = 2 e
Fire /| Emergency 9 4 13 4 4 17
Track 2 2 10 14 0 14
TSE SCADA 1 1 2 4 6 6 10
Communication 1 2 3 0 3

Passenger

Conduct . ! 4 2 =

Fire Equipment 0 2 2 2

FM Contract Sve 1 1 0 1

Grand Total 386 689 489 384 1.948 196 196 2.144
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(This data set excludes 441 incidents related to Police/Health incidents that are not within Metro’s control
since the primary goal of this review was to determine whether the capital and maintenance program are
adequately and timely addressing critical needs as identified through incidents in Metro’s control that
have caused delays on the system.)

These incidents all caused delays of varying magnitude, inconveniencing customers at all hours of the day
throughout the year. Reducing these delay incidents to the extent they are within Metro’s control promises
improved service for all riders. To achieve a reduction, Metro must identify the root cause of these delays
and then ensure that investments, both capital and operating, are in place to address the root cause
of problems.

Objectives of Review of Service Delays

The objectives of this project are to conduct a review and analysis of Metro Rail Service Disruptions by
determining:

. The three major causes for Metro Rail service disruptions by line from the data provided; and

. Whether the causes are being properly addressed and, if capital, prioritized in Metro’s State of
Good Repair (SGR) Report.

The primary goal of this review is to ensure that the capital and maintenance programs are adequately
and timely addressing critical needs as identified through incidents that have caused delays on the system.
Therefore, the focus of this review is on delays caused by incidents involving equipment, systems or
infrastructure and not on operations or incidents outside the control of Metro, although this review will

include operational issues to the extent they are identified in the top three categories of delay by line.

Statement of Work

TWG was engaged by the Office of the Inspector General (OIG) to perform this review. Pursuant to the
Statement of Work prepared by the OIG, TWG performed the following tasks:

. Reviewed the service disruption log and other reports of Metro Rail for calendar year 2016, and
determined the top three major causes, including the total number of disruptions per line, the
apparent or reported nature of the disruption, the period of disruption and actions taken to remedy
the disruption.
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. Reviewed the incident reports, work orders, and corrective actions.

. Interviewed Metro management and staff in rail operations, safety, risk management, and other
relevant departments to determine root causes and ultimate remedies necessary to resolve the

disruptions and if those remedies are in progress.

. Determined whether Metro’s vehicle repair or replacement plan and overall SGR schedule

adequately prioritized and scheduled replacement or repair of high impact capital equipment.

Methodology

The data on frequency of incidents was used to identify the top three broad causes of delay on each rail line

of the system.

1. A statistically significant random sample of incidents for each of the top three causes of delay on
each rail line was drawn from the data provided, treating the light rail lines as one for creating
samples and the subway lines as a separate data set. While the constraints on this project did not
allow for a statistically significant sample to be drawn for each individual line, this distinction
between light rail and subway allowed TWG to evaluate potential differences in causes and
mitigations between these two distinct operating systems. Furthermore, since light rail lines do
not have an equal distribution of specific incidents, the sample size for each line was determined
based on the frequency of that incident type on that line. That is, a weighted sample was used
to get a better representation of each incident across the four light rail lines. The number of
incidents included in this study and the number of incidents sampled (highlighted in gray)

are as follows:
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Table 3: Sample Size Calculations for Light Rail and Subway Lines at 95% Confidence Level

= = ) g
ey
r g P :d -
Top 3 @ TS) = =
i = = 5 =, Iy
Incident T Rl > %
_— & —_—
Types =) 8. — = S e
= =3 2 5
5] @B @B il
Rail Vehicle 237 456 323 272 1.288 134
Percent of Total 18% 35% 25% 21%

Weighed Sample

by Line 54 195 74 63 296 100
Rail Operations 76 97 74 57 304 26

Percent of Total 25% 39% 24% 19%

Weighed Sample

by Line 43 54 41 32 170 24
Traction Power 40 30

Sample by Line 28 28

Yard Control 25 o5 50

Sample by Line 22 22 44

Signals 17 17 10

Sample by Line 16 16 10

2.  Incident reports were reviewed for each incident in the sample, which provided a generalized
description of the incident, the maximum duration of the delay, and the location of sample
incidents. Although this information was attributable only to the sample of incidents under review,
these demonstrate the nature of the incident as described by the operator and recorded by the Rail
Operations Control (ROC). The findings and recommendations as to the data captured by the

Incident Reports are discussed in the next section of the report.
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When an Incident Report from the sample included a work order, the work order was also
reviewed to determine the root cause of the incident. While the next section of the report captures
the causes identified in the work orders, a lack of common nomenclature for identifying root cause
limited the ability to comprehensively identify common failures and thus limited the ability to
evaluate capital investment needs to address and reduce those delay failures. The findings and
recommendations as to the data captured by the work orders are discussed in the next section of
the report.

To better understand the process for generating and populating the incident reports and work
orders, TWG conducted interviews with representatives of the ROC and Information Technology
(IT) representatives developing a new logging system for the ROC, supplemented by the interviews
conducted for each asset class as identified below. Participants in these interviews are shown in
Appendix C List of Interview Participants.

To evaluate the extent to which Metro’s Capital Program includes investments to reduce the causes
of delay, TWG reviewed capital investments during its interviews with each asset group; reviewed
available material on Metro’s Capital Program including the Long-Range Transportation Plan, the
Short-Range Transportation Plan and the Annual Budget; and conducted interviews with the Asset
Management Group and the Office of Management and Budget, Finance Division. See Appendix C

for List of Interview Participants.

This process was then applied to the analysis of each specific cause of delay for the top three causes by line

as discussed below.

Top Three Causes of Delays by Line

Based on our review, we identified the following top three causes for each line:

o T o®

Fu

Rail vehicle delays on all lines

Rail operations delays on all lines

Yard control delays on Metro Expo and Gold Lines
Signal delays on Metro Green and Red Lines
Traction power delays on Metro Blue Line

Based upon these major causes of delays, TWG selected samples for each category. Through interviews and

review of Metro documents, TWG assessed the current situation and made recommendations for action.
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Specific Methodology for Top Three Causes of Delays by Line

1. Sample Size and Methodology

a. Rail Vehicle Delays: First Major Cause of Delays (by frequency) on all five lines.

Total rail vehicle incidents: 1,422 identified in the data provided; 1,288 on the light rail lines and 134

on the subway lines.

TWG conducted a thorough analysis of 296 light rail vehicle delays and 100 subway vehicle delays,
both statistically significant samples at the 95% confidence level, to determine specific cause of
failure and steps taken to correct. The sample of 296 is from the total number of incidents across all

four light rail lines, not a statistically significant sample by each light rail line.

A review of the incident reports for these delays found a significant number of failures attributable
to general faults that provided insufficient information as to the root cause of the problem, e.g.

propulsion faults which actually meant door not closed, brake stuck on, no automatic train control
signal code, or lack of overhead catenary voltage, but not a propulsion system failure. Therefore,
TWG evaluated every work order generated for each incident report to attempt to identify the root

cause of the delay incident.

In addition, TWG conducted interviews with representatives of Rail Vehicles to clarify information,
address issues from the data, and describe the process and comprehensiveness of the investment

program to address these delay incidents. See Appendix C for List of Interview Participants.

b. Rail Operations: Second Major Cause of Delays (by frequency) on all five lines.

Total rail operations incidents: 330 identified in the data provided; 304 on the light rail lines and 26

on the subway.

TWG conducted a thorough analysis of 170 light rail operations delays and 24 subway operations
delays, both statistically significant samples at the 95% confidence level, to determine specific
causes and steps taken to correct. This does not represent a statistically significant sample by light
rail line. Since these incidents did not generate work orders, TWG relied on interviews with
representatives of Rail Operations to clarify information, address issues from the data and
describe the process for addressing and reducing these delay incidents. See Appendix C for List
of Interview Participants.
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¢. Yard Control: Third Major Cause of Delays (by frequency) for Expo Line and Metro Gold
Line (MGDL).

Total yvard control incidents for these two lines: 50 identified in the data provided; 25 of these
incidents from Expo and 25 from MGDL.

TWG conducted a thorough analysis of 44 traction power delays, 22 Expo incidents, and 22
MGDL incidents, statistically significant samples at the 95% confidence level, to determine

specific causes and steps taken to correct. The associated work orders were also analyzed.

TWG relied on interviews with representatives of Operations and Yards to clarify information,
address issues from the data and describe the process for addressing and reducing these delay

incidents. See Appendix C for List of Interview Participants.

d. Signals: Third Major Cause of Delays (by frequency) for Metro Green Line (MGL) (light rail)
and Metro Red Line (MRL) (subway).

Total signal incidents on these two lines: 27 identified in the data provided; 17 of these incidents
on MGL and 10 on MRL.

TWG conducted a thorough analysis of 16 signal delays on MGL and 10 MRL incidents, statistically
significant samples at the 95% confidence level, to determine specific causes and steps taken to

correct. The associated work orders were also analyzed.

IT'WG relied on interviews with representatives of Signals to clarify information, address issues

from the data, and describe the process for addressing and reducing these delay incidents.

e. Traction Power: Third Major Cause of Delays (by frequency) for Metro Blue Line (MBL).

Total Traction Power Incidents for MBL: 30 identified in the data provided.

While rail accidents exceed traction power in frequency on MBL by two incidents, given the goal
of evaluating capital/maintenance related events, TWG reviewed traction power incidents.

TWG conducted a thorough analysis of 28 traction power delays on the MBL, a statistically
significant sample at the 95% confidence level, to determine specific causes and steps taken to

correct. The associated work orders were also analyzed.
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TWG relied on interviews with representatives of Traction Power to clarify information, address
issues from the data, and describe the process for addressing and reducing these delay incidents.

See Appendix C for List of Interview Participants.

2. Mitigations and State of Good Repair Plans

TWG evaluated the mitigations deployed by Metro and attempted to review the mitigations against
existing policies, operating rules, and training for operating issues and the SGR capital plan to
determine whether they were appropriately funded and prioritized. Data on the investment resources
allocated to the specific areas of root cause identified by TWG were not available. However, the
approach to capital funding for these asset classes was identified and evaluated for its
comprehensiveness in addressing and reducing these failures and their associated delays

moving forward.
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Findings and Recommendations

Based on the targeted sample of delays across lines by causes, TWG analyzed incident reports and associated
work orders, and conducted interviews to determine root causes of delays to the extent possible. This
report summarizes the areas reviewed by TWG, the findings related to those areas and recommendations
for addressing those findings.

A. Reporting Root Cause of Service Delay Incidents: Incident Reports
and Work Orders

Incident Reports and Work Orders: Incident reports are generated by the ROC from information
relayed to them by the Operator. This information may also be supplemented by a supervisor and/or
maintenance technician when they arrive on the scene. When an incident report includes an associated
work order, additional information is provided by the maintenance crews and the parts summary included

in the work order.
Findings Related to Reporting Root Cause of Service Delay Incidents

A1, Generally, the information for the incident report comes from the operator who often just
describes the condition experienced (e.g. no movement, no propulsion, etc.), which may be too general to

determine the root cause.

Az, The generality of descriptions in the incident reports often results in no specific problem being

found when the maintenance crews review the work orders (27% of Rail Vehicle Incidents).

As3. In addition, this system generates variability in what operators report and in what controllers record,
compromising the ability to identify common failures and sometimes resulting in the mischaracterization
of incidents (e.g. 14.4% of Rail Operator Incidents describe Rail Vehicle faults).

A4. The descriptions of service delay incidents can and should be prompted by alerts displayed on
the train console, but often they are not. For example, many reports cited “no movement,” but there is no
console alert called “no movement.” As a problem code, this provided very little information from which

to evaluate root cause.

As. While the technician in the field who has a better sense of the problem could be a resource in the

reporting process, the technician is appropriately more focused on getting the problem vehicle out of the
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way. In a similar vein, to better respond to incidents by quickly identifying and addressing problems, the
ROC is assigning a rail fleet vehicle technician to the ROC, who can ask relevant questions to determine the
system where the problem occurred. (The ROC has also invited signals, Maintenance of Way (MOW) and
traction power to send personnel to the ROC if personnel levels allow.) However, the ROC is only “borrowing”

this one technician from the MBL/MGDL who will continue to have ongoing fleet responsibilities.

A6. Not knowing the root cause of the incident severely limits the ability to determine the best
mitigation, whether operating or capital. In addition, while these reports provide the work order number
if a work order is generated, they do not provide a mechanism to capture a causal code from the maintenance

department’s resolution of the incident.

A7. When an incident report includes an associated work order, the root cause of the problem can often
be found in the additional information provided in the work order; however, since the incident report
generates the introductory information in the work order, the work order may not consistently identify the
system, subsystem, and subsystem component that represents the root cause of the incident.

AS8. The lack of common nomenclature for identifying root cause limits the ability to comprehensively
identify common failures and thus limits the ability to evaluate investment needs to address and reduce

those delay failures.

Ag. Metro’s project to replace the M3 System logging module, used by the ROC to create the chronological
entry of each service delay incident, will provide better information on the causes of delay incidents. The
Information Technology Services (ITS) department has hired a consultant to develop the requirements
for the new system. The requirements design consultant is meeting with I'TS to identify the type of system
Metro wants, connecting incident reports and work orders. All the asset managers have been meeting with
the requirements consultant to provide their specific requirements for the module. For example, Rail Fleet
is working with them with the goal of creating a nested drop-down listing with codes for every system on
the train, then sub-codes for components within those systems, and sub-sub codes of subcomponents of

those components.

Recommendations Related to Reporting Root Cause of Service Delay Incidents:
Incident Reports and Work Orders

The effective identification of root cause is key to using the service delay reporting system to identify
trends and then developing appropriate capital and operating strategies to reduce the reoccurrence of
these incidents. There are several recommendations for improving the process to better capture the cause

of the incident; many of these recommendations are currently underway at Metro.
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Instruct Operators to report all alert indications shown on the console. This is especially important
given the amount of information that is available on the console of the new trains. In addition, operators
should assess whether passenger behavior caused an indication as opposed to a problem with the equipment.
(A door indication, for example, may signal that a passenger is holding the door open.)

Establish a dedicated, 24/7 “super-tech” maintenance team full time in the ROC to provide expert
support to the ROC for equipment, systems and infrastructure faults. This will improve service
with the ability to quickly relay troubleshooting approaches to the operator as well as the expertise
to more accurately identify the problem. Unlike the new approach being taken by the ROC to
“borrow” a vehicle technician to assist with incidents, this recommendation calls for a technical
desk with dedicated full-time staff.

Ensure the Rail Vehicle Department records root cause for rail vehicle delay incidents, which are the
highest number of incidents across all five rail lines. Instruct the ROC to record “Rail Vehicle
Event.” After the WO is completed, Fleet Services should add the root cause in a designated location
on the form. As an alternative, the root cause can be tracked at a weekly reconciliation meeting
between staff from the ROC and staff from Fleet Vehicles or at the regular morning meetings;

however, this may be too time consuming to be feasible.

Maximize the redesign of the M3 software program logging module. All departments should work
with the design expert to create a drop-down listing that would capture the most meaningful root
cause categories for their area of responsibility. Ideally, the ITS department should also bring all
fault reports into one environment, so that internal department reports of failures can be tracked
along with those recorded through the ROC. This redesign of the M3 module should allow for
automated tracking of delays and their root causes, reporting delay trends, identifying

mitigations, and tracking their impact.

Include Train Operator Display (TOD) information, such as time of the incident, in the reporting
of incidents.

B. Overall: Top Three Causes of Delay by Line

The original data set provided to TWG recorded 2,585 delay incidents within LA Metro Rail in 2016 on

all lines. These delay incidents were categorized into 15 major incident types. Since the primary goal of

this review is to determine whether the capital and maintenance program are adequately and timely

addressing critical needs as identified through incidents that have caused delays on the system, the analysis

focused on delay incidents within Metro’s control and therefore excluded the 441 delays categorized as
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Police/Health. Therefore, the final data set reviewed by TWG included 2,144 service disruption/delay

incidents with 14 major incident types.

Finding Related to Police/Health Incidents

B1. While these delays were not included in the analysis, it should be noted that Police/Health delay
incidents represented 17% of the total delay incidents, 28% of total cancelled trips and 17% of late trips,

with an average maximum delay of nearly 20 minutes.

This category of delay includes a range of causes such as possible criminal activity, disorder, threats
(including bombs/terrorism), weapons, pedestrians/cars on tracks, and sick passengers. The transit
industry is implementing and testing various strategies to address these issues. Agencies, including Metro,
are using a variety of strategies to reduce these types of delays, such as the use of public service campaigns
suggesting passengers not board trains if they feel sick, working with communities around targeted community
policing, and making arrangements with local emergency services support.

Since police/health incidents represent 17% of total delay incidents with an average delay of 20 minutes,
Metro should strategize with responding law enforcement agencies to ensure the process employed by
them protects both the health and safety of the public as well as the service reliability on which they depend.
However, without a more in-depth analysis of the specific causes for the delays and the magnitude of those
causes, it is a challenge to analyze and identify specific strategies for mitigating Police/Health related delays
at this time.

Findings Related to Top Three Categories of Delay

The top three light rail incident categories by line comprised 86.7% of the total number of incidents in
calendar year 2016 (less Police/Health incidents) as identified from the data provided (1,689 light rail
incidents of the total 1,048 light rail incidents).

Bz. Rail vehicle incidents and rail operations incidents were the top two service delay incidents across
each of the four light rail lines, accounting for nearly 95% of the 1,689 delay incidents (76.3% rail vehicle
incidents and 18.0% rail operations incidents). See Figure 1.

B3. For the MBL, traction power was the third top cause of delay; for the Expo and MGDL, yard controls
were the third top cause of delay; and for the MGL, signals were the third top cause of the delay.
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Figure 1: Distribution of Top Three Light Rail Incidents

Rail Vehicle 76.3% (1288/1689)

Rail Operations 18.0% (304/1689)
Traction Power 1.8% (30/168g)
Yard Control 3.0% (50/1689)
Signals 1.0% (17/1689)

B4. Of all the light rail lines, the MBL had the largest number of rail vehicle incidents and rail operations

incidents. (see Figure 2 below.)

Figure 2: Distribution of Top Three Incidents on each Light Rail Line
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The Metro Red Line presents a similar portrait.

B5. The top three causes of delay on MRL represented 86.7% of total number of MRL delay incidents
in 2016 as identified in the data provided (170 incidents of the 196 total).

B6. Rail vehicle delays comprised 79% of the top three causes, as shown in Figure 3:
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Figure 3: Distribution of Top Three Subway Incidents

B Rail Vehicle 79%
. Rail Operations 15%
- Signals 6%

B7. Rail vehicle service delays and rail operation service delays were also the two causes of delay
responsible for the largest total number of cancelled and late trains and the highest total of maximum delay
minutes. (The ROC records the longest delay from amongst those trains delayed by an incident in the delay
incident report as the maximum delay minutes for each incident.) See Figure 4.

Figure 4: Total Cancelled and Late Trains by Top Three Incident Types
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Table 4: Total ‘Maximum Delay’ Minutes for Top Three Incidents Per Line

Max Delay by :_g
Incident Type =
W
Rail Vehicles 2.953 5.205 3.424 2.806 14.478 1.682
Rail Operations 1.046 1.081 816 539 3.482 312
Traction Power 1.054 1.054
Yard Control a78 215 529
Signals 235 235 359
4.277 7-430 4.49 3.580 19.778 2.353
BS. As shown in Table 4 above, Traction power on the MBL caused nearly as much total maximum

delay minutes as delays from rail operations incidents despite representing 67 fewer incidents.

Bo. On MRL, signals caused more total delay minutes than rail operations incidents despite representing

16 fewer incidents, and the average maximum delay minutes were also highest for this category.

B1o. The average maximum delay minutes were also highest for traction power and subway signal

incidents. (see Figure 5.)

Figure 5: Average ‘Maximum Delay’ Minutes for Top Three Incidents Per Line

359

1.

40.0 . EKDO
35.0
” B vsL
= MGDL
g 250
-.5 20.0 . MGL
'x: o r
15.0 i 5 B 2 :g § R . Subway (MRL)

1

5':
10.0
5.0
0

Rail Vehicles  Rail Operation Traction Power  Yard Control Signals

The Wathen Group LLC % Page 30




Recommendations Related to the Overall Review of the Top Three Causes of Delay
by Line

While the overall review of incidents evaluated in this study is largely to set the stage for the analysis of

each of these top causes of delay, the overall discussion also yields some recommendations.

6. Review the approach of mitigating delay time of Police/Health delay incidents (while not part of

this analysis, these delay incidents warrant review based on their frequency and duration).
7.  Partner with law enforcement agencies to review the process used for police/health incidents.

8. Identify root cause for the top three categories of delay for each line to allow Metro to develop
mitigations that have the potential to significantly reduce total delay incidents.

Q. Set priorities based on Metro’s asset assessment as soon as it is completed to reduce delay incidents.

C. Rail Vehicle Delay Incidents: Top Cause of Delay on All Lines

Overall

Rail vehicle delay incidents caused by a fleet mechanical issue and evaluated by TWG as shown in the graph
below are not the same as those tracked by maintenance. For example, the total vehicle incidents resulting
in a delay, recorded for the MGDL, was 323 for 2016, based on the ROC incident logs provided to TWG.
This figure included incidents of the P2550 and P3010 vehicles. However, the MGDL maintenance shop
recorded 1,118 incidents for only the P2550 fleet in 2016. This would indicate that there are many more
incidents for these vehicles than are recorded as resulting in a service delay. Through good maintenance,
these incidents are caught before they become service delays. To be consistent with the data reviewed for
all fleets, all incidents were based on the logs received from the ROC and the related work orders (WO)
indicating how the original issue was addressed.

Based on the information from the ROC, a total of 1,422 rail vehicle incidents were recorded for 2016,
1,288 on the four light rail lines and 134 on the subway. (For subways, Metro Purple Line is incorporated
into Metro Red Line for this report.) The MBL, which has the largest fleet, had the most rail vehicle

incidents. (see figure 6.)
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Figure 6: Rail Vehicle Incidents by Line
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From the 1,422 incidents, 296 incident reports for light rail lines and 100 for the subway line were randomly
sampled as a statistically significant representation of the data. Since all rail cars with a number higher
than 1000 (new P3010 cars) are still under warranty, these vehicles were disregarded in the incidents report.
Only causal cars of the P865/2020, P2000, and P2550 series were evaluated by TWG.

At Metro, the vehicle fleets are not restricted to one line. To be able to identify fleet issues leading to operating
delays, the review in this section must be based on vehicle fleet and not the operating line. For example,
the P2000 fleet operates on three lines, Green, Blue, and Expo lines. Some vehicles are even relocated
between lines during the year. To evaluate the P2000 performance, the data from the ROC was filtered by
the P2000 vehicle numbers and analyzed independently of where the incident happened.

The fact that a majority of the incidents were reported on the MBL should not be used to judge the quality
of work performed at the MBL maintenance shop. In 2016, more vehicles operated on the MBL than any

other line. The MBL also maintained the two oldest fleets: P865/2020 and P2000.

The total fleet size of LRVs excluding the new P3010 cars, which are still being delivered, is 171. Final
delivery of the P3010 fleet is not before 2020.

Overall Findings for Light Rail Vehicles (which include P865/2020s, P2000s, and
P2550s)

Ct, Rail Vehicle Service Delay Incidents were a small subset of maintenance shop statistics on fleet

incidents, indicating that the majority of issues do not result in delay.
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Cz.

27% of Rail Vehicle Incident reports often resulted in no problem being found during the

maintenance crew's review of the work order. (see Figure 7 below.)

Cs.

vehicles.

C4.

Relative to their fleet size, most of the incidents causing service delays were caused by the P2000

Midlife overhauls were not conducted on all fleets (under new leadership, this practice has

changed; Metro now performs midlife overhauls, which are underway or planned for the other fleets).

Cs.

« Pa550
« P865/2020
« P2000

Incidents per car per fleet as reported by the ROC were:

0.84
1.08
2.48

Figure 7: Causes of Rail Vehicle Incidents - Light Rail
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Recommendations to Address Rail Vehicle Related Delays

10.

11.

12.

13.

14.

Given the large number of incidents where no root cause was identifiable, establish a procedure to
instruct vehicle maintenance personnel on providing consistent and complete detailed information
related to vehicle failures in the WO reports. While awaiting a new log-in system with a consistent
and nested drop down of primary causes of vehicle failure on incident reports, redesign work

order forms along these lines, with a consistent section and checklist for identifying root cause.

Identify the funding and timeline for the new M3 system and move the project forward
expeditiously. The new M3 module includes a more robust system for logging incident reports

and will allow for more consistent and robust reporting of root causes of vehicle failures.

Establish a procedure for collecting the root cause of every vehicle failure even if it does not result

in a service delay so that robust trends can be generated, tracked and mitigated.

Conduct periodic condition surveys on vehicles and components in advance of and complementary
to the asset inventory that will be undertaken soon and refreshed every three years.

Establish a process and a criterion for replacement of existing vehicles and vehicle components
that include useful life, failure rate, obsolescence, service needs, and available funding. While the
Metro asset inventory will provide an important resource to this end when it is finished, this

system of prioritization should be formalized and implemented in current vehicle procedures.

P865/2020; MBL and Expo

Vehicles: total 69 cars or 40% of all LRVs; Serial numbers 100 to 168.

Currently, 49 cars operate on the MBL (72% of the service) and 20 cars on the Expo line. Since the
Expo line has a varying amount of P3010 vehicles in operation, a percentage of P865 service on
the Expo line cannot be given.

Several of the P865 vehicles operated on both the MBL and Expo line.

These vehicles are the oldest LRVs in service (P865 cars are 27-years old and P2020 cars are
23-years old).

The propulsion system is a 40-year old, thyristor controlled DC chopper control technology that

is over 50 years old and not used any more.
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Finding for P865/2020

Cé6. The P865/2020 fleets never went through a midlife overhaul. With an adequate midlife overhaul,
subsystems with a relatively high percentage of issues, such as control relays, contactors, and mechanical
issues, could have been reduced. Improved reliability of these components also might have reduced some

of the subsequent failures, such as the number of failed fuses (10.5%).

- The only subsystem replaced on some of the cars is the motor alternator (MA) set, which was
responsible for 5.3% of the delay incidents in 2016. It is being replaced by a static Auxiliary Power
Supply (APS).

- This fleet has been maintained since 1989 at the MBL shop, but recently Metro has been assigning
some vehicles to the Expo shop, which may unnecessarily stretch resources. The knowledge for
maintaining the 50-year old chopper design is concentrated in the MBL shop and all spare parts are
at the MBL shop. It creates a logistics problem if a fleet needs to be maintained at different locations.

Findings on Subsystem Causes of P865/2020 Incidents

The causes of incidents leading to service disruptions have been categorized into the 13 areas shown in the

following chart:

Figure 8: Causes of Rail Vehicle Incidents - Light Rail (P865 & P2020)

No Issues Identifiable 35.5%
Fuse 10.5%
Mechanical 7.9%
APS 5.3%
Contactor 5.3%
Relay 5.3%
Propulsion 5.3%
Compressor 2.6%
Coupler 2.6%
HVAC 2.6%
Operator 2.6%
Speed Sensor 2.6%
Other 11.8%

=
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C7. 11.8% of the incidents categorized as “Other” were single incidents caused by the following subsystems:

« Automatic Train Protection (ATP)

« Brake Electric Control Unit (BECU)

« Friction brakes

+ Propulsion Electric Control Unit (PECU)
« Doors

« Master controller

« Pantograph (Panto)

« Control switch

« Truck

Cs8. 10.5% of the incidents were caused by fuse failures. These fuses protect the high voltage chopper circuit.
The fuse is never the root cause of this incident. Pantograph bouncing, PECU (control electronics) or
contactor malfunctions are the most likely causes for fuse failures. The average maximum delay was 10.5

minutes.

Co. 7.9% of the incidents were caused by mechanical failures.

C10. 5.3% of the incidents were caused by Auxiliary Power Supply (APS) failures. APS incidents are
caused by either a faulty MA set (which is being replaced) or the new static APS. No issues with the new
APS were reported.

C11. No cause was identifiable for 35.5% of incidents. In such cases, the “Cause” cited was, for example,
“no movement” and the WO showed “no issue found” or “pre-excitation unit changed,” which could not be
the cause for the vehicle not moving, since this device is used to initiate dynamic braking only. The cause,
in this case, would have been no “dynamic brakes.” Another example is the cause “door not closing” with

the WO showing “no issue found.” In this case, a passenger might have kept the door open.

«» Figure 9 below classifies “No Issue Identifiable” incidents by the “Cause” of the delay as reported
to the ROC.

« The average maximum delay of these “unidentifiable” incidents was 10.8 minutes.
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Figure 9: No Issues Identifiable (P865 & P2020)

Propulsion 25.9%

Invalid Information 18.5%
Brake Issues 22.2%
Mechanical 7.4%

EB 7.4%

ATP 7.4%

Door 7.4%

HSCB 3.7%

Findings on Specific P865/P2020 Vehicle Analysis

Over the whole 69 P865/P2020 fleet, the ROC reported 1.08 incidents per car during 2016.

Ci12. Cars with the most incident reports are from the first series of P865 cars (age 27 years).

+ Car #130; four issues: The average maximum delay was 10.5 minutes.
Incidents reported were failed ATP, PECU, Propulsion, and No Issues Identifiable.

+ Car #142; four issues: The average maximum delay was 9.75 minutes.

Incidents reported were failed BECU, Relay, and two instances of “No Issues” found.
C13.  The cars with the most incidents from the second series of P2020 are:

« Car #163; three issues: The average maximum delay was seven minutes.

Incidents reported were failed Contactor and Relay, Propulsion, and No Issues Identifiable.

« Car #165; two issues: The average maximum delay was 15 minutes. The cause of one incident

was a failed MA set and the second incident was unidentifiable.

+ The following list shows the 69 P865/P2020 car numbers and the corresponding number of

incidents which led to a service delay:
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Table 5: Number of Incidents Per P865/Pz2020 Car

130 106 1 168 1

4
142 4 109 1 103 0
110 3 112 1 107 0
125 3 113 1 108 0
140 3 114 1 111 0
163 3 116 1 115 0
166 3 118 1 117 0
105 2 120 1 119 4]
124 2 121 1 128 0
131 2 122 1 129 0
132 2 123 1 133 0
137 2 126 1 134 0
138 2 127 1 136 0
141 2 135 1 143 0
47 2 139 1 144 4]
150 2 145 1 148 0
1553 2 146 1 149 0
159 2 154 1 151 0
165 2 157 1 152 0
100 1 158 1 155 0
101 1 160 1 156 0
102 1 162 1 161 0
104 1 164 1 167 (6]

Findings on the Impact on Capital Programs/Investment
The analysis considered the impact of capital investment on each fleet.

C14. The P865/2020 fleets never went through a midlife overhaul. In 2005 when the P2550 vehicles
were ordered, the P865 vehicles were already 15-years old. At that time, Metro determined that buying
new vehicles would be more cost effective than investing in 15-year old ones. The intention was to order
more P2550 vehicles and then replace the P865s, rather than overhauling them. Unfortunately, the P2550
order did not result in option cars. A new light rail specification was issued. This and, to some extent, the

success of the light rail system in Los Angeles made it impossible to retire or sell the P865 as planned.
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C15. These cars have been kept in service by “as needed” maintenance and investments for more than
10 additional years. Only the arrival of the new generation of LRVs (P3010) will allow Metro to retire the
vehicles of the P865 fleet but still keep the slightly younger P2020 fleet, which are identical to the P865.

C16. Since 1989, these cars have been maintained out of the MBL shop, but recently some have been
assigned to the Expo shop, requiring inefficient dispersion of knowledge and parts especially given the

planned reduction in fleet size.

C17. When it became obvious that the P865 fleet was still needed, Metro started to invest in some
component upgrades, such as replacing capacitors which were well past the expected service life of 15
years, replacing contactors, and upgrading the propulsion control power supply among other as needed
components. Major subsystems, such as traction motors, gears, and brakes were maintained preventively
as required by the manuals. On some cars, the MA set as the auxiliary power supply was replaced, or is
being replaced, by a static Insulated Gate Bipolar Transistor (IGBT) APS.

Recommendations for Addressing All Findings on the P865/2020 Fleets

15. Continue funding for daily maintenance and up-keep of the P865/2020 fleets although no major

capital investment is recommended at this time.

16. Identify the P865 cars in the worst condition for decommissioning and use them as spare part
suppliers to support more reliable cars. This is only for the transitional period until the P3010
vehicles are delivered and the P2000s are overhauled. By doing this, spare parts will become
available to keep the remainder of the fleet running for a while at reasonable costs. Since these
vehicles are well known to Metro, problems could be resolved quickly by having these

replacement parts available.

17. Keep enough P865 cars as floats to improve the availability of P200o vehicles for refurbishment.
The P2000 fleet has a higher incident rate than the P865 (2.5 incidents per car compared to 1
incident per car). Therefore, the priority should be to make enough P2000 cars available

for refurbishment.

18. Review the decommissioning process of the P865 fleet given the lower incident rate for the P865
fleet. P865 cars with low or no incidents should be kept in service during the P2000 overhaul to
expedite the overhaul, replacing some P2000 services with P865 cars to increase the vehicle

availability during the overhaul.
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19.

20,

21.

22,

Maintain the remaining P865 cars only out of the MBL maintenance shop, which has the best

expertise, logistics and parts inventory to maintain the P865 fleet.

Continue with the P865 component upgrades to keep a reduced fleet with increased reliability in
service until they are replaced by the P3010. Areas of upgrades still useful are contactors, relay

panel and electronic control unit (ECU) power supply.

Evaluate overhaul needs of select main components. Depending on how long Metro intends to
keep cars of the P865/2020 fleet, some of the main components, such as gears and traction

motors, of selected well-performing cars might have to be overhauled.

Continue the refurbishment program begun by Metro to reduce fuse failures, such as upgrades to
the chopper control unit, contactor and relay replacements, in place as needed for some of the

P865 cars, which might remain in service for a few more years.

P2000; MBL, Expo & MGL

P2000 vehicles total 52 cars or 31% of all LRVs, serial numbers 201 to 250 and 301 & 302.

29 cars (55%) run on the MGL; automatic train operation; cars 201 to 228 and 243.

19 cars (37%) run on the MBL.

Four cars (8%) run on the Expo line.

Several of the P2000 vehicles are known to have operated on both the MBL and the Expo lines.

These vehicles are the second oldest LRVs in service with Metro. The average years in operation is
15 years.

The propulsion system is an obsolete Gate Turn-Off Thyristor (GTO) inverter drive.

The vehicles are just starting to go through a midlife overhaul, replacing the propulsion system with modern

IGBT 3 phase drives. Also, the Auxiliary Power Supply (APS), Low Voltage Power Supply (LVPS), and
Automatic Train Control/Automatic Train Protection (ATC/ATP) will be replaced.
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Subsystem Analysis

The difference between operation on the MGL and other lines is that on the MGL, the P2000 cars runs
mostly in Automatic Train Operation (ATO). Therefore, the incident distribution between the two different
services can be compared. The fleet is split into 55% of the cars for MGL and 45% on other, manually

operated lines, or roughly half the fleet per lines.

Table 6: Incident Distribution

MGL MBL & Expo

Incidents leading to a delay 63 65
ATP/ATO Incidents 9 (64%) 5(36%)
No Issue Identifiable 16 (53%) 14 (47%)

As shown in the above table, the statistics indicate that the P20o00 car incidents do not vary much
between the MGL operated in ATO and the lines operated manually. The major incident reported, “no
1ssues identifiable,” are about the same for both services. Therefore, it can be concluded that the ATO
operation, which reduces the effect of human interference in the vehicle control to some extent, does not

result in an improved service reliability.

Findings on Subsystem Causes of P2000; MBL, Expo & MGL Incidents

The causes of incidents leading to service disruptions have been categorized into 19 areas shown in the

following chart:

Figure 10: Causes of Rail Vehicle Incidents - Light Rail (P2000)

No Issues Identifiable 22.5% . APS 2.3%
ATP 10.9% B ranto 2.3%
N\ Mechanical 9.3% [ Brake Fault Monitor 1.6%
k : Speed Sensor 7.8% Brake, Friction 1.6%
= Inverter 7.0% . Compressor 1.6%

PECU 7.0% B Contactor 1.6%

- Valve 6.2% B oscB 1.6%
Door 5.4% . Prepulsion 4.6%
BECU 3.1% Other 3.9%
Relay 3.1%
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C18. 14% of the incidents were propulsion related (Inverter 7% and PECU 7%) and resulted in an average

maximum delay of 10.1 minutes per car.

C19. 10.9% of the incidents were ATP/ATO related issues and generated an average maximum delay

was 10.2 minutes per car.

C20. 9.3% of the incidents were mechanical issues, mostly related to the doors being misaligned,
getting off rollers, or simply jammed, broken mirror, or a propulsion fault due to the air channels being

clogged up.

C21. The cause for 22.5% of the incidents could not be identified from the incident reports and the
work orders because there was inconclusive or contradictory information. This is 13% less than for the
P865/2020 fleet. This could indicate that the P2000 fleet issues are easier to identify and investigate than
for the P865/2020 fleet.

+ The chart below categorizes “No Issue Identifiable” incidents by the cause of the delay reported to
the ROC:

Figure 11: No Issues Identifiable (P2000)

Propulsion 48.3%
Brake z0.7%
ATP 10.3%

Door 6.9%

Invalid Information 6.9%

Emergency Brake 3.4%

Controls 3.4%

« The chart above shows that 48.3% of no issue identifiable incidents were reported as propulsion
issues. This indicates that the propulsion system diagnostics are more complicated than on
the P865 and P2550 cars.

+ The average maximum delay of these incidents was: 9.6 minutes per car.
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Findings on Specific Vehicle Analysis

Over the entire 52 P2000 fleet, the ROC reported 2.48 incidents per car for the review period. This was

more than twice as many as for the P865/2020 fleet.

C22. Car #222 (MGL) had the most incidents reported. This car had seven reports that included problems
relating to APS, ATP, Compressor, PECU, Relay, and two instances of No Issues Identifiable. This should
be the first car to run through the refurbishing process. On average, each incident caused an 8.6

minute delay.

C23. Six cars had five incidents each (MGL cars #205, 208. 212, 229 and on the MBL/Expo cars #242

and 247). On average, each incident on these cars caused a 10 minute delay.
C24. Six other cars had four incidents each (two for MGL and three for MBL/Expo).
C25. Eleven cars had three incidents each. The MBL/Expo lines had more of these cars than the MGL.

C26. The following table shows the 52 P2000 car numbers and the corresponding number of incidents

which led to a service delay:

Table 7: Number of Incidents Per P2000 Car

222 7 239 217 1

3
205 5 240 3 221 1
208 5 244 3 229 1
212 5 249 3 225 1
229 5 209 2 228 1
242 5 211 2 246 1
247 5 213 2 250 1
207 4 215 2 206 0
214 4 218 2 220 0
237 4 219 2 234 8]
238 4 227 2 232 0
248 4 234 2 241 0
Jo1 4 235 E
203 3 243 2
210 3 245 2
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226 ‘ 302 2

3
230 3 201 1
231 3 202 1
233 3 204 1
236 3 216 1

Finding on the Impact on Capital Programs/Investment

The analysis considered the impact of capital investment on the P2000 fleet.

Cz7.

The P2000 fleet is scheduled for a major overhaul. Considering the high incident rate per car and

the relatively young age of these vehicle, this is the correct approach.

Recommendations to Address Findings on the P2000 Fleet

23.

24.

a5,

26,

Plan the midlife overhaul to first upgrade the worst vehicles, such as cars #220, 205, 208, 212,

220, 242 and 247.

Analyze the float vehicle needs for the P2000 vehicle midlife overhaul and ensure that the
overhaul contractor has enough cars to expedite the overhaul. On the MBL, P865 vehicles can
replace P2000 vehicles, therefore if there is a shortage of vehicles for service, the number of P865
vehicles being decommissioned could be reduced temporarily, since statistics show in general
that P865 vehicles are more reliable than P2000 vehicles. This will expedite the overhaul process

by being able to provide enough vehicles to the overhaul contractor.

Consider converting some P2000 cars running on the MBL/Expo lines back to the MGL operation.
The critical float will be the P2000 MGL cars with their line specific ATO/ATP equipment. These
cars cannot be substituted with P865 cars. Converting some P2000 vehicles currently running on
the MBL/Expo lines back to the MGL operation if the ATO/ATP packages removed earlier are still

available would reduce the risk of service disruptions on the MGL during the overhaul.

Improve the diagnostic capabilities of the propulsion system.
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P2s550 MGDL
= P2550 vehicles total 50 cars or 29% of all 171 LRVs, serial numbers 701 to 750.
« All cars operate on the MGDL.
« These vehicles have been in service for about 10 years.
+ The propulsion system is a modular 3 phase IGBT design.

» The condition of the vehicles is currently being assessed in anticipation of a midlife overhaul within

the next five years.

Only recently did Metro management change their approach towards midlife overhauls of their fleets.
Previously it was thought that ordering new cars instead of overhauling or upgrading existing ones was
more economical. This change in approach came too late for the P865 fleet and just in time for the P2ooo
fleet. For the P2550 fleet, the midlife overhaul is now being planned proactively. Metro already has started
a program to assess the condition of the P2550 vehicles after only 10 years in service and has established

a comprehensive overhaul program.
Findings on Subsystem Causes of P2550 MGDL Delay Incidents

The causes of incidents leading to service disruptions of the P2550 vehicles have been categorized into

fourteen areas shown in the following chart:

Figure 12: Causes of Rail Vehicle Incidents - Light Rail (P2550)

No Issues Identifiable 28.6%
Mechanical 14.3%
ATP 11.9%

PECU 9.5%
Propulsion 7.1%
BECU 4.8%

Door 4.8%

Inverter 4.8%

BCU 2.4%

Brake Resistor 2.4%
Brake, Friction 2.4%
Compressor 2.4%
HSCB 2.4%

Relay 2.4%
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C28. 16.6% of the incidents were propulsion related (categorized as 7.1% propulsion and 9.5% PECU),
caused by either inverter, sensors or electronic (PECU) failures. The average maximum delay for propulsion

related incidents was 8 minutes.

C29. 14.3% of the incidents were mechanical in nature, such as misaligned speed sensors, clogged air
ducts, misaligned doors, and misaligned hinges. The average maximum delay of these incidents was 9.3

minutes per incident.

C30. 11.9% were categorized as ATP issues, suggesting that the Ansaldo Signaling and Transportation
Systems (ASTS) and Hanning & Kahl (H&K) interface, which caused significant problems during the
commissioning, might still have some issues. The average maximum delay caused by ATP issues was 12.4

minutes per incident.

C31.  The cause for 28.6% of the incidents could not be identified from the incident reports and work

orders because of inconclusive or contradictory information. This is comparable to the P2000 fleet.

+ The chart below categorizes “No Issue Identifiable” incidents by the cause of the delay reported to
the ROC:

Figure 13: No Issues Identifiable (P2550)

ATP 33.3%
Door 8.3%
HSCB 8.3%
Propulsion 33.3%

Invalid Information 16.7%

« The average maximum delay of these “unidentifiable” incidents was 11.4 minutes.
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Findings of Specific Vehicle Analysis

For the 50 car P2550 fleet, the ROC reported 0.84 incidents per car during 2016. This makes the P2550 the

most reliable LRV. This is within expectations on cars with only 10 years or less of service.

C32.

Car 739 is the only car which shows an excessive number of incidents that caused a delay. This car

had seven incidents that resulted in an average maximum delay of 8.6 minutes per incident. The causal

subsystems were mostly related to brakes and ATP.

C33.

leading to a service delay:

705
710
714
717
734
743
745
701
702
704
706
708
713
715
718

719

Findings on the Impact on Capital Programs/Investment

The analysis considered the impact of capital investment on each fleet.
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Table 8: Number of Incidents Per 2550 Car

739 7 726 1

1

1

1

720
721
722
723
724
725
727
729
732
733

The following table shows the 50 P2550 car numbers and the corresponding number of incidents

ents
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C34. The P2550 fleet is the youngest of all Metro fleets other than the P3o10 vehicles, which are still
being delivered. P2550 vehicles had the lowest incidence of service delays per car (0.84 during 2016). The
P2550 cars have a train operator display (TOD) and an elaborate diagnostic system, which reduces
incident-causing delays. This demonstrates the value of investing in diagnostics to improve vehicle
availability.

C35. Metro keeps a list of all incidents experienced by these vehicles, even if they do not cause a service
delay. The component health statistics and the vehicle inspections, currently performed by Metro, facilitate
maintaining a reliable overhaul process.

C36. It seems that Metro is providing the needed funds to finance a useful midlife overhaul for the
P2550 fleet.

Recommendations for All Findings on the P2550 Fleet

27. Use information from the TODs on the P2550 vehicles for improved incident reporting. The
P2550 cars are the first Metro vehicles that have a sophisticated TOD and diagnostics.

28. Modify the incident reports for P2550 vehicles to include the information provided by the TOD
at the time of the incident, in addition to the Operator reports.

29. Accurately report the time of the incidents as shown on the TOD, not by the system time at
the ROC.

30. Use the time of the incident displayed on the TOD in evaluating the delay incident to improve

accuracy and turnaround time of the affected vehicle.

Review of Subway Events

The subway fleet consists of 30 Base Buy cars and 74 newer A650 General Electric (GE) cars. Review of
sample incident reports for 2016 revealed that the Base Buy cars had a higher incident rate per vehicle
than the GE cars. GE cars had more total incidents since they consist of 71% of the total subway fleet. Most
of the vehicle components for the GE and Base Buy fleets are identical, other than the propulsion system
and vehicle controls. Figure 14 below shows the number of rail vehicle incidents by causes.
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Figure 14: Causes of Rail Vehicle Incidents - Subway

Speed Sensor
Rider
Propulsion
PECU

No Issues Found
N/A

Inverter

HVAC

Fuse

EB

Contactor
Chopper
Car Wiring
Brakes
BECU

ATP

ATO

APS

Incidents per car per fleet as reported by the ROC:

1. Base Buy 12
2. GE 0.82
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Based on these figures, the A605 GE fleet of subway cars is the most reliable vehicle fleet Metro operates.

Base Buy Cars

« Base Buy vehicles total 30 cars or 29% of all subway cars, serial numbers: 501 to 530.

« Base Buy and GE cars operate in mixed fleets and on all subway lines (Red and Purple)

= The Base Buy cars are the oldest Metro subway cars, in service for 24 years.

« As with the P865 fleet, these cars never went through a midlife overhaul.

+ Some propulsion spare parts from similar cars, decommissioned by the Metropolitan Atlanta

Rapid Transit Authority (MARTA), were acquired to improve maintainability.
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+ The propulsion system technology is more than 40-years old. It is a forced commutated thyristor

controlled DC chopper design based on analog controls; no microprocessor is used.
Findings on Subsystem Causes of Base Buy Subway Car Delay Incidents

The causes of incidents leading to service disruptions have been categorized into ten areas shown on the

following chart:

Figure 15: Causes of Rail Vehicle Incidents - Subway (Base Buy)

No Issues Identifiable 27.8%
Chopper 16.7%

Brakes 13.9%

Doors 13.9%

ATP 11.1%

Rider 5.6%

ATO 2.8%

Contactor 2.8%
APS 2.8%

SEEEEEETE

Propulsion 2.8%

C37. 19.5% of the incidents were caused by the Chopper and other propulsion related issues. The average

maximum delay was 19.4 minutes per incident.

C38. 13.9% of the incidents were caused by the brake system. The average maximum delay was 8.4
minutes per incident. The much lower percentage of brake incidents on the GE vehicle suggests that the
issues might be an interface issue with propulsion/vehicle controls since the GE vehicles use the same

brake components.

C39. 13.9% of the incidents were caused by the door system. This is similar to the GE vehicles, which

have the same doors. The average maximum delay was 8.2 minutes per incident.

Cg40. The cause for 27.8% of the incidents could not be identified from the incident reports and work

orders because of contradictory information or because no issues were found.
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+ The chart below categorizes “No Issue Identifiable” incidents by the cause of the delay reported to
the ROC:

Figure 16: No Issues Identifiable (Base Buy)

APS 30.0%

Brake 20.0%

Door 20.0%

EB 10.0%

No Movement (No Mvt) 10.0%

Smoke 10.0%

+ The average maximum delay of these incidents was 10.8 minutes. APS, brakes, and doors caused

70% of the incidents where no issues were identifiable as shown in the above chart.
Findings of Specific Vehicle Analysis
For the entire Base Buy fleet, the ROC reported 1.2 incidents per car during 2016.
C41.  Car #512 had the worst reliability record.

C42. This car had seven reported incidents. The average maximum delay was 17.4 minutes per incident.

Incidents reported were mostly for brake issues, two ATO/ATP, and one door issue.

C43. Cars #505, 521, 523 and 527 had 3 issues each. The average maximum delay was seven minutes

per incident. Incidents reported were mostly door issues and three propulsion issues.

C44. The following table shows the 30 Base Buy car numbers and the corresponding number of incidents

which led to a service delay:
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Table 9: Number of Incidents Per Base Buy Car

512 7 535 2 508 0

505 3 509 1 513 0
521 3 510 ! 515 0
523 q 514 1 518 0
527 3 516 ! 519 o
503 2 526 1 520 0
506 2 501 1 522 0
511 2 502 1 528 (8]
517 2 504 1 529 o
524 2 507 1 530 0

Findings on the Impact on Capital Programs/Investment

The analysis considered the impact of capital investment on the Base Buy subway fleet.

C45. Similar to the P865 cars, the Base Buy cars have an obsolete propulsion and control system. The
Base Buy cars never went through a refurbishment process, although capital funding was available a few

years ago. Consequently, the Base Buy cars have an obsolescence problem, but not as severe as the P865 cars.

» Most of the control and chopper components are very old but still available, because no

Tl'liCl'Op rocessors are used.

» Also, the analog control boards are of a classic design, which can be maintained with regular tools

and control knowledge.
C46. Base Buy cars are maintainable for a few more years, although this might not be cost effective.
Metro intends to keep these vehicles in service until the new HR400 subway cars are delivered. With the
correct funding in place, this approach is feasible.

Recommendations for Base Buy Cars

31. Keep the Base Buy subway cars running by continuing to ensure enough funding for Rail Fleet

Services to maintain this fleet.
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32. Ensure that the knowledge of the chopper controls, a technology that is 50 years old and no longer
used, is not lost before the new cars arrive.

33. Asthe new HR4000 vehicles arrive, take the Base Buy cars out of service as early as possible to

reduce maintenance costs. The cars in the worst condition should be replaced first.

A650 GE Fleet

GE vehicles total 74 cars or 71% of all subway cars, serial numbers 531 to 604.
« The GE fleet is about 18 years old.
+ Base Buy cars and GE cars operate in mixed fleets and on all subway lines.

e The GE cars are mostly the same subway cars as the Base Buy cars, but have newer propulsion

equipment, based on a GTO 3 Phase (ph) drive system.
» The GE fleet just started a midlife overhaul program.
Findings Based on GE Fleet Subsystem Analysis

The causes of incidents leading to service disruptions have been categorized into 16 areas shown in

Figure 17 below.

Figure 17: Causes of Rail Vehicle Incidents - Subway (GE)

| No Issues Identifiable 23.4% . Rider 4.7%
ATP 15.6% Bl Brakes 3.1%
Inverter 10.9% B EB 3.1%
Doors 9.4% B Ars 1.6%
PECU 7.8% B 210 1.6%
BECU 4.7% B HVAC 1.6%
Car Wiring 4.7% N/A 1.6%
Fuse 4.7% B speed Sensor 1.6%
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C47. 18.7% of the incidents were caused by the propulsion system, mainly the inverter modules and the
controls PECU. The average maximum delay was 9.25 minutes per incident.

C48. 15.6% of incidents were due to equipment failures of the ATO/ATP system. The average maximum
delay was 9.6 minutes per incident.

C49. 9.4% of the incidents were caused by the doors, which are the same as for the Base Buy cars. The
average maximum delay was 12 minutes per incident.

C50. The cause for 23.4% of the incidents on the GE series could not be identified from the incident
reports and work orders because of contradictory information or because no issues were found.

» The chart below categorizes “No Issue Identifiable” incidents by the cause of the delay reported to
the ROC:

Figure 18: No Issues Identifiable - Subway (GE)

Brakes 33.3%
Doors 26.7%

Propulsion 20.0%
APS 13.3%
Unknown 6.7%

« The average maximum delay for incidents with no issue identifiable was 12.5 minutes per
incident. Brakes, doors, and propulsion were reported in 80% of the incidents as the “cause”
where no issues were identifiable.

Findings on Specifiec Vehicle Analysis

For the GE fleet, the ROC reported 0.82 incidents per car for 2016.
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Cs51.  Car #595 had significantly more incidents reported than any other cars. This car had 6 reported
incidents that included problems relating to ATP, BECU, PECU, and three instances where no issues could
be identified. Through closer review of work orders, the cases where “no issues found” were actually due to

brakes and propulsion issues (two instances).

C52. The following table shows the GE car numbers and the corresponding number of incidents which

led to a service delay:

Table 10: Number of Incidents Per GE Car

595 6 563 1 559 o

239 3 566 1 560 8]
540 3 567 1 561 0
557 3 575 1 562 0
565 3 577 ! 564 0
576 3 580 1 568 0
537 2 582 1 569 0
542 2 587 1 570 0
543 2 592 1 572 0
550 2 593 1 573 0
555 2 594 1 574 4]
571 2 596 1 578 0
585 2 508 1 570 0
538 2 5909 1 581 0
531 1 604 1 583 0
533 1 532 0 584 0
536 1 534 0 586 0
538 1 535 o 589 o
545 1 541 0 500 0
546 1 544 0 501 0
551 1 547 o 297 o
553 1 548 (8] 600 0
556 1 549 o 601 0
552 0 602 [§)
554 0 603 0
558 0
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Findings on Impact on Capital Programs/Investment
The analysis considered the impact of capital investment on the GE subway fleet.

C53. Metro just began the midlife overhaul for the A650 GE fleet. The obsolete GTO inverter is being
replaced with a state of the art IGBT inverter. Other equipment is also being replaced, such as the APS and
the Heating, Ventilation and Air Conditioning (HVAC) units. In addition, other major components, such

as the doors, are being refurbished.

C54. The GE and the P2000 fleets are the first fleets to undergo a major midlife overhaul.
Cs5. The GE fleet will remain in service even after the new HR4000 vehicles are delivered.
Recommendation for GE Cars

34. Perform the midlife overhaul on GE subway vehicles as planned.

D. Rail Operations Service Delay Incidents: Second Most Frequent
Cause of Delay on All Lines

The 2016 the data provided to TWG reported 2,144 delay incidents (excluding police/health delay
incidents) on all five lines of the LA Metro Rail. (Metro Purple Line is incorporated into Metro Red Line
for this report.) These incident reports indicated that Rail Operations accounted for 330 incident delays
(304 Light Rail; 26 Subway), which was the second leading incident type on all five lines. A review of the
causes of the Rail Operation delay incidents follows with a focus on ways to mitigate those causes to reduce

these delay impacts.

A sampling of 170 of the Light Rail Operations incidents were examined to further assess the types and related
causes of incidents. These incidents were categorized into 16 primary causes of Light Rail Operations delay

incidents. (see Figure 19.)
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External 13.5%
Maintenance 0.6%
Management 1.2%

No Equipment 5.3%
Operator 30.6%

Power Related Delay 1.8%
Schedule Change 0.6%
Scheduled Work 1.8%

Figure 19: Causes of Rail Operations Incidents (Light Rail)

Service Capacity 5.3%
Service Recovery 13.5%
Signal 2.9%

Single Track Delay 5.3%
Test Train Delay 1.2%
Vehicle Related 12.9%
Yard 2.4%

Equipment 1.2%

Similarly, the 26 delay incidents attributable to rail operations on the MRL were categorized into seven

primary causes. (see Figure 20 below.)

Figure 20: Causes of Rail Operations Incidents (Subway)

Our analysis found that the 330 rail delay incidents resulted in a total of 3,794 maximum delay minutes or
an average of 11.5 minutes per incident. The average maximum delay minutes per line ranged from 9.5 to

External 29.2%
Maintenance 4.2%
Operator 16.7%

=
u
g
. Scheduled Work 12.5%
N
o
0

Single Track Delay 8.3%
Test Train Delay 4.2%

Vehicle Related 25.0%

13.8 minutes as shown in the table below:

Page 57

The Wathen Group LLC

b 4



Table 11: Total ‘Maximum Delay’ Minutes and Average Delay Minutes for Rail

Operations Delays

Average Max Delay
Min

No. of Incidents Total Max Delay Min

MBL 97 1081 11.1
MGDL 74 816 11.0
MGL 57 539 9.5
MRL 26 312 12.0

Findings Related to Rail Operations Service Delay Incidents

Di1. Service incident delays attributed to Rail Operations represents approximately 15% of the total

2,144 Metro Rail service delays.

Dz. Operator caused incidents were the largest light rail category, accounting for 30.6% of the 170
incidents reviewed; this category included operators not being available because of absence, late arrival,

restroom breaks, and operator error.

D3. On the MRL, operator caused incidents accounted for 16.7% of the 26 Operator related incidents.

(see Figure 20 above.)

D4. Extrapolating to the total 330 Rail Operations related incidents for all lines, TWG estimates that
g7 of the total incidents were attributed to Operators. However, this represents only 4.5% of the 2,144 total

delay incidents reported in 2016.

Ds5. The causes of the remaining service delay incidents designated as Rail Operations cannot be
controlled within that Division; these included externally caused delays, service recovery delays, vehicle

caused delays, and other causes of delay.
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Findings for Operator Caused Delays

Dé6. Of the Operator caused incidents, most (42.2%) were attributed to no operator available at the
time of scheduled departure. Maintaining consistent operator availability to meet scheduled pullouts is
a challenge throughout the industry. The incident reports indicated that some operators were either late
or not available for their scheduled pullout resulting in the trip being either dropped or delayed with a
replacement operator. This constrains Metro’s ability to effectively maintain schedule requirements and

service recovery efficiencies. Metro staff indicated that Extraboard staff are used to mitigate such impacts.

« Operator Extraboard staff was approximately 20% to 30% of the total scheduled operators. The
Extraboard Operators are assigned by line but can operate on other rail lines as currently trained
and qualified to do so. Although Metro does adequately budget for Extraboard Operators to address
operator scheduled and unscheduled absences, the high frequency of Metro delays can exhaust available
operator resources to support service recovery capabilities. Rail Operations’ Operator Extraboard
staffing levels may not be sufficient as a mitigation resource to address the scope and impact of
Metro service incident delays.

D7. Slightly more than a quarter of the operator caused delays (26.9%) were related to restroom
breaks (as identified by the code 10-100) at the end station terminal. In these cases, the lack of train layover
time resulted in the train leaving later than the scheduled departure. Metro staff indicated that extra
operators are built into the schedule and assigned to end station terminals to assist in operating the train to
the vehicle turnback tracks and back into the station to facilitate the turnback operations. The reasons for
the late train departures from the station terminals may involve no layover time due to in-service delays
from a previous incident, schedule constraints, or no operator available to assist in moving the train to the
opposite platform for the code 10-100 operator.

D8. Operator error was a factor in nearly one quarter of the operator related delays. These incidents
involved operators who may not have applied vehicle troubleshooting measures effectively, were inadvertently
locked out of the vehicle compartment, selected the wrong route, or didn’t follow procedures resulting in
a service delay. Operators involved in such incidents are provided reinstruction.

Recommendations to Mitigate Operator Caused Delays

35. Assess current mitigation measures to address operator absenteeism and late reports, and initiate

management enhancements as appropriate.

36. Re-assess the level, allocation, and scheduling of Rail Operations Extraboard Operators as an

opportunity to mitigate the impact of all service incident related delays resulting from service
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recovery, operator late or no show, station terminal and yard operator related delays, “gap trains”

staffing (extra trains added to the schedule to supplement service capacity as needed), ete.

37. Reinforce desired practices to mitigate future “Operator Error” service impact events including
additional focus on operator vehicle troubleshooting tactics. Given that vehicle defects represent
the most significant factor impacting Metro Rail service delays, assess operator awareness of
common vehicle troubleshooting methods to expedite the safe movement of the vehicle and

reduce service delays resulting from vehicle defects.

38. Consider the development of an Operations pocket size vehicle defect troubleshooting guide that
reinforces what operators are trained to perform and summarizes the desired tactics to follow
when confronted with vehicle related defects. Common vehicle troubleshooting methods and
other lessons learned from operator errors that resulted in service delays should continue to be

reinforced in current operator training programs.

39. Continue to hone service recovery contingency plans, which are key to minimizing the impact of

all Rail Operations incidents.
Findings for Externally Caused Rail Operations Delay Incidents
Dg. This category of delay, which includes such things as police action, service capacity, and grade crossing
vehicular traffic impacts, was the second largest cause of Light Rail Operations Delay Incidents (13.5%)

and the largest cause of MRL Rail Operations Delay Incidents (29.2%).

Di1o. While these incidents are characterized as Rail Operations incidents, they cannot be controlled

within that division and should not be categorized as such.
Recommendation for Rail Operations Related Delays

40. Assess the designation of Rail Operations incidents and allocate accordingly to reflect only those
accountable to that Division.

Findings for Service Recovery Caused Delays
D11.  Service Recovery delays, which accounted for 13.5% of Light Rail Operations delays, reflected
managing the impact of service incidents primarily caused by other factors, such as vehicle or infrastructure

equipment defects, overcrowding, and external factors such as police action. Rail Operations reviews service

delays on an ongoing basis to identify opportunities to reduce future occurrences and minimize the impact
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of those that do occur. Due to the high-level occurrence of service incidents and subsequent delays, Rail
Operations has developed an effective toolbox of service restoration options to initiate as appropriate.
Metro is always trying to minimize the delay and recover service as quickly as possible by adding a train
from the yard or a gap train (or making up service recovery time to the terminal or “bumping the line,”
sending the next train out early) to stay as close as possible to the train schedule. Unique to Metro is that
gap trains are built into the schedule, moved onto tail tracks in the morning, and are ready for service with
Extraboard Operators on standby in the yard.

Di12. It was not clear as to the adequacy of the Rail Operations schedule layover/recovery time at station
terminals as ongoing service delays often impact on time schedule departures. Having insufficient layover
time at terminal stations can also result in increased service delays from Operators requiring a restroom

break (10-100).
Recommendations to Mitigate Service Recovery Caused Delays

41. Continue to assess service contingency plans and related staff training to implement the service
restoration contingency provisions. Document current effective service restoration practices and
reinforce staff awareness through training. The initiation of effective service recovery contingency
plans such as these are key to minimizing the impact of all Rail Operations incidents and should

be formalized to support their timely and consistent application.

42. Assess running time schedule needs by Line to confirm the adequacy of layover time at station

terminals.

Findings for Vehicle Caused Delays

D13. Vehicle related delays caused a significant percentage of Rail Operations Delay Incidents, including
12.9% of the light rail incidents and 25% of the subway incidents.

Di14. Some vehicle related delays were probably due to operator error, but many were not; the available
information was not sufficient to determine the root cause. To the extent that these vehicle related delays
reflect operator error in troubleshooting the problem, they are appropriately assigned to Rail Operations.
But if they are in fact vehicle failures, the mischaracterization of these incidents has two negative effects:
first, it assigns accountability to rail operations which is not accountable for vehicle failures; and second, it

does not ensure that vehicle maintenance is apprised of the problem for appropriate correction and tracking.
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Recommendation for Vehicle Caused Delays

43. Utilize the recommendations (numbers 1-4 and 7) relative to determining root cause to better
instruct operators in troubleshooting and to identify the cause of the vehicle related incident.
Allocate cause accordingly so that rail vehicle incidents are not characterized as rail operations.
Vehicle related delays attributed to Operator error while troubleshooting vehicle defects should
continue to be allocated to Rail Operations so that appropriate mitigations can be undertaken.

Finding for the Remaining Causes of Rail Operations Incidents

Di15. Similar to vehicle-caused delays, the remaining causes of Rail Operations Delay Incidents
reflected categories that involved limited control by Rail Operations, such as no equipment, single track
operations, scheduled maintenance/capital work, and test train. These are not primarily attributed to Rail

Operations’ scope of responsibilities.
Recommendation for Remaining Causes of Rail Operations Incidents

44. Utilize recommendations (numbers 1-4 and 7) relative to determining root cause to better
identify the cause of the incident. Allocate accordingly so that incidents not caused by the
operator are appropriately characterized and not attributed to rail operations so that

appropriate mitigations can be undertaken.

E. Yard Control Service Delay Incidents: Third Highest Cause of Delay
on the Expo and Metro Gold Lines (MGDL)

Yard Control incidents were the third highest cause of delay, with 50 incidents on the Expo and MGDL;
22 incidents each for Expo and MGDL were randomly sampled as a statistically significant representation

of the data.
Findings for Yard Control Related Delays

These incidents were categorized into 8 primary causes of Light Rail Operations delay incidents.

(see Figure 21.)
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Figure 21: Causes of Yard Control Incidents (Light Rail)

Late Pull Out 45.5%

Mechanical 4.5%

No Equipment 20.5%

No Equipment & Mechanical Issues 4.5%
No Movement 2.3%

Operator 18.2%

Routing Error 2.3%

Change Train Status 2.3%

?

E1. As shown in the above chart, the top three incidents due to Yard Control were late pull out (45.5%),

no equipment (20.5%), and operator (18.2%) (mostly operator not available).

E2. The analysis in Figure 22 shows that Yard Control related service delays were largely not specific

to the yards.

Figure 22: Causes of Yard Control Incidents by Line
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No Movement 0
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Recommendations to Mitigate Yard Control Related Delays

45. Limit the designation of Yard Control incidents to those actually attributed to yard issues.
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46. Review Yard vehicle availability constraints and evaluate options designed to further support

the consistent achievement of 100% equipment schedule availability.

F. Signal Service Delay Incidents: Third Highest Cause of Delay on the
Metro Green Line (MGL) and the Metro Red Line (MRL)

This part of the review and analysis of service delays focused on delays to train service that were caused by
failures in the existing signal installations, which were the third highest frequency cause of delay on MGL
and MRL from the data provided.

In a prior study on LA Metro’s Safety Culture and Rail Operations Review completed in 2016, the OIG
tasked TWG with the review of signal records to determine whether signal equipment downtime is promptly

recorded and corrected.

The main relevant findings from the previous study include the following:

MBL had the highest failure rate per track mile due to having the oldest equipment and an

operating environment that includes grade crossings.

« The time to repair 39% of the signal failures was more than two hours.

» The largest three contributors to signal failures were grade crossing equipment (29.8%), track
circuit equipment (25.6%) and signal equipment (18.1%).

» The impact of signal failures on train operation was not clearly and consistently reflected in the
Main Line Incident Status Log Reports. The majority of the Main Line Incident Status Log Reports
(169 out of 215) did not discuss the impact on train service or any train delays resulting from the
maintenance failures. Further, 15 maintenance incidents were missing from the Main Line
Incident Status Log Reports.

» There was a high failure rate of maintenance equipment at the MGL Marine Interlocking (57% of

the signal failures on MGL occurred at this interlocking).

TWG made many recommendations related to these findings, which are currently being addressed by
Metro. In view of the relevancy of the prior study to the current task of assessing the impact of signal failures on

train service, TWG will leverage the findings and recommendations from the 2016 report in this analysis.
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Findings on Frequency of Signal Incidents

With respect to the current study, TWG analyzed incident reports and work orders by line for delays to
train service attributed to signal failures during 2016. Overall, 72 signal delay incidents affected the five
Metro lines. Based on the methodology employed for this delay analysis, the top three broad causes of delay
on each line system were analyzed in depth. As such, signal failures were identified as the third major
cause of delays on MGL and MRL with 17 and 10 incidents respectively. Therefore, this report focused on
the signal incidents that affected service on these two lines.

F1. In this analysis, MGL and MRL signal incidents comprise only 27 signal incidents in total, a
surprisingly small number. In view of the finding in the 2016 study that signal failures are not consistently
reflected in incident reports and do not report the impact on train service, it appears that the signal failure
data identified by Metro in 2016 may not reflect the full extent of signal failure issues. This is evident from
the low number of identified signal incidents (72 for an entire year for all lines) compared to the data
analyzed in the prior study (215 for two months). If we extrapolate the number of total signal failures for
2016 based on the signal failure data provided for two months in 2015, the result would be about 1,290

incidents.

Fa. While the 2016 data may not have identified a significant delay impact, without a full assessment
and analysis of all signal failures on a line, it is difficult to provide an objective analysis of the root causes
for signal failures, and to also assess the current process for allocating capital funds to progress the state

of good repair for signal installations.

F3. Further, even if signal failures do not cause service delays, it is likely that a signal failure will impact
normal train operation and may require a train to operate in a degraded mode of operation pursuant to
operating rules and procedures. Such degraded mode of operation should be reflected in the incident
report. Any time a train loses signal protection and operates under rules and procedures, a record should

be made because it is related to safety.

F4. According to interviews with Metro staff, as part of its Enterprise Asset Management program,
the agency is moving toward a system that is expected to centralize diverse databases so that all information
about signal failures would be available in one place and allow for more thorough root cause identification,
tracking, and mitigation. While this would be ideal, steps can be taken in the interim to improve the

existing data.
It should be noted that under this task, TWG did not perform any physical inspection of signal installations,

and did not review any existing design or installation drawings. TWG relied entirely on the information
reflected in the incident reports, associated work orders, and interviews with Metro personnel.
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Findings on Signal Incidents

Six causal categories were identified for Signal delays on MGL. As shown in the chart below, false occupancy,
Micro Lok (an interlocking control system, manufactured by Ansaldo), and Signal issues accounted for
81.4% of all signal incidents on the MGL, although many of these did not identify root cause.

Figure 23: Causes of Signal Incidents - Light Rail (MGL)

False Occupancy 43.8%
Genesys Failure 6.3%
Micro Lok 18.8%

Signal Issues 18.8%
Switch Failure 6.3%
Utility Power Outage 6.3%

Five causal categories were identified for signal delays on MRL. As shown on the chart below, blown fuse,
switch failure and false occupancy accounted for 80% of these MRL signal delay incidents, although no
systemic failure could be identified based on the low incidence of these delays and the information provided

on the work orders.

Figure 24: Causes of Signal Incidents - Subway Line (MRL)

Blown Fuse 30.0%
False Indication 20.0%
Maintenance 10.0%
Signal Issues 10.0%

Switch Failure 30.0%
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MGL Findings

A review of the causes of signal delay incidents on MGL found:

F5. The low number of identified signal incidents (72 for all lines for an entire year) does not include
the estimated hundreds of additional signal failures that did not cause delay. This makes it difficult to provide
an objective analysis of the root causes and to assess the current process for allocating capital funds to

progress the state of good repair for signal installations.

Fé6. Signal failures that do not cause service delays but likely impact normal train operation and may

require a train to operate in a degraded mode of operation are not captured in incident reports.
F. On the MGL, 7 out of the 16 incidents (44%) were attributed to “False Occupancy,” which caused
2 cancelled trips and 27 late trips. A “False Occupancy” occurs when a track circuit falsely indicates the

presence of a train within its boundaries.

F8. The magnitude of the delays on the MGL ranged from 5 to 30 minutes. Our analysis of these
delays showed the following:

« Signal issues resulted in the longest delays, ranging from 8 to 30 minutes.

« Failed circuit or connection issues under false occupancy were the most common cause for delays.
These delays lasted between 5 and 20 minutes.

Fo. Review of reports and associated work orders did not reveal a systemic issue or a pattern of failures

that is out of industry norm.

Fi1o. The signal system on the MGL, which was completed in April 1995 and is controlled by an
advanced cab-signaling system provided by Ansaldo, is not beyond its useful life and should be in a state
of good repair.

MRL Findings

A review of the causes of signal delay incidents on MRL found:

F11.  Onthe MRL, 10 incidents caused 11 cancelled trips and 20 late trips during 2016.

Fi12. The magnitude of the delays on the MRL ranged from 5 to 220 minutes.
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« The longest delay of 220 minutes was due to false indication related to the supervisory control

and data acquisition (SCADA) system.

« Two-thirds of the blown fuses occurred at the North Hollywood Station and took between 8 and

12 minutes to replace.
« Repair and replacement of switches took 8-20 minutes.
F13. The incident reports and associated work orders on MRL did not reveal a systemic pattern of failure.

F14.  The first phase of the MRL opened in January 1993. Its cab-signaling based on audio frequency
track circuits is not beyond its useful life and should be in a state of good repair.

Findings Related to Work Orders and Capital Investment

F15. Work orders for signal incidents often lack details and specificity related to the cause of failure
and the repair action taken. It is difficult to analyze root causes for various failures without details and

specificity.

- For example, in WO #6027766 the failure is identified as “MICRO-LOK FAILURE” that was
repaired, without indicating the details of this failure. Similarly, WO #5936399 reflects that the
failure was “LOSS OF CAB SIGNALING” without indicating what caused this failure.

F16.  Currently, Metro does not perform structured periodic condition surveys for the purpose of prioritizing
existing signal installations to receive capital funds for the state of good repair.

F17.  Currently, according to interviews, service delays caused by signal equipment failures are not
linked to the level of funding needed for a state of good repair.

F18. As such, Metro does not currently have a criterion for allocating capital funds to various assets

based on condition survey, impact of failures on train service, and obsolescence of equipment.

F19. TWGdid not find any evidence that the capital and maintenance programs for signals adequately
and timely addressed critical needs identified through incidents that cause delays to train service.
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Recommendations to Mitigate Signal Incidents

47.

48.

49.

50.

51.

52.

Establish a procedure to instruct signal maintenance personnel on providing consistent and
complete detailed information on the cause of signal failures and the repair action taken in the
WO reports. While awaiting a new log-in system with a consistent and nested drop down of
primary causes of signal failures on inecident reports, redesign work order forms along these lines,
with a consistent section and checklist for identifying root cause. This will better allow trends to
be identified and mitigated.

Identify the funding and timeline for the new M3 system and move the project forward
expeditiously. The requirements for the design of the new M3 module includes a more robust
system for logging incident reports that can be expected to allow for more consistent and robust
reporting of root causes of signal failures.

Perform more investigations and analysis to determine the root causes for high frequency failures
even if they do not result in service delays.

Establish a procedure for operating personnel to reflect the impact of any signal failure on normal
operation even if it does not result in a service delay. This is necessary to ensure that operating

personnel comply with operating rules and procedures.

Conduct periodic condition surveys on signal installations in advance of, and complementary to,

the asset inventory that will be undertaken soon and refreshed every three years.

Establish a process and a criterion for replacement of existing signal installations that includes
useful life of installation, failure rate, obsolescence, service needs, and available funding. While
the Metro asset inventory will provide an important resource to this end when it is finished, this

system of prioritization should be formalized and implemented in current signal procedures.

G. Traction Power Service Delay Incidents: Third Highest Cause of

Delay on the Metro Blue Line (MBL)

This part of the review and analysis is focused on delays to train service that were caused by failures in the

existing traction power installations. TWG analyzed incident reports and work orders for delays attributed

to traction power failures during 2016. The reports and work orders are grouped by line. Overall, 92 traction

power delay incidents affected the five Metro lines. Based on the methodology employed for this delay

analysis, the top three broad causes of delay on each line were analyzed in depth. As such, traction power
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failures were identified as the third major cause of delays on MBL with 30 incidents. Therefore, this report
focused on the traction power incidents that affected service on MBL during 2016. (It should be noted
that TWG did not perform any physical inspection of traction power installations, and did not review any
existing design or installation drawings.) TWG relied entirely on the information reflected in the incident

reports, associated work orders, and interviews with Metro personnel.

Findings on Traction Power Related Delays

Twenty-eight incident reports were randomly sampled as a statistically significant representation of the
traction power delays on the MBL. Seven causal categories were identified for these traction power delays

as shown in the chart below.

Figure 25: Causes of Traction Power Incidents - Light Rail (MBL)

Breaker Open 32.1%

ETS Tripped 14.3%

Hanger 14.3%

0OCS 21.4%

Section Insulator Damage 7.1%
Utility Power Qutage 7.1%
Brakes, Dynamic Fault 3.6%

A review of these causes of traction power delay incidents found:

G1. Traction power failures on the MBL resulted in 358 cancelled trips and 113 late trips in 2016.
Gz. 12 out of 28 (43%) incidents were related to failures or interference with the catenary infrastructure
(21.4% Overhead Contact System (OCS) failure, 7.1% section insulator damage, and 14.3% hanger interference

and broken wires). The catenary failures resulted in 191 cancelled trips and 48 late trips.

G3. g out of 28 (32.1%) incidents were related to open breakers due to hardware failures or undetermined

causes. The breaker failures resulted in 115 cancelled trips and 24 late trips.
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G4. 4 out of 28 (14%) incidents were due to tripping of the Emergency Trip System (ETS). The ETS
failures resulted in 23 cancelled trips and 20 late trips.

Gs. 6 out of 28 (21%) incidents oceurred at San Pedro Traction Power Substation (TPSS).
G6. The magnitude of the delays ranged from 7 to 197 minutes.

- The largest contributor to traction power incidents with significant impact on train service was
the failures or interference with the catenary infrastructure. The longest delay was a result of a
broken contact wire with OCS down. Traction power was repaired and service was restored after

197 minutes. Other OCS repairs took between 10 and 20 minutes.

- The second largest contributor to traction power incidents with significant impact on train service
was related to failures in the TPSS equipment. This could have been caused by design or
installation issues or related to state of good repair, but there was insufficient information to
determine this. (It should be noted that MBL is the oldest line in the LA Metro Rail Network.)

G7. Similar to signal failures, a number of work orders for traction power lacked the details of the
specific cause of failure and the repair action taken. Detailed failure information is required for proper
analysis of failures and determination of root causes. Consequently, there is no process in place that links
service delays caused by traction power equipment failures to the level of funding needed for state of
good repair.

G8. There are currently no periodic condition surveys for the purpose of identifying traction power
elements that need capital funds for the state of good repair so it is not clear how priorities for capital

expenditures are established.

Go. As such, TWG did not find any evidence that the capital and maintenance programs for traction
power were adequately and timely addressing critical needs that were identified through incidents that

caused delays to train service.
Recommendations to Mitigate Traction Power Related Delays
53. Perform more investigations and analysis to determine the root causes for traction power

failures, including a review of the catenary design, installation standards, and operating

condition of TPSS equipment.
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55-

56.

57.

Establish a procedure to instruct traction power maintenance personnel on providing
complete detailed information related to traction power failures in the WO reports. While
awaiting a new log-in system with a consistent and nested drop down of primary causes of
traction power failures on incident reports, redesign work order forms along these lines, with a

consistent section and checklist for identifying root cause.

Investigate the high level of failures that occurred at San Pedro Traction Power Substation.

Conduct periodic condition surveys on traction power equipment in advance of, and complementary

to, the asset inventory that will be undertaken soon and refreshed every three years.

Establish a process and a criterion for replacement of existing traction power equipment that
includes useful life of installation, failure rate, obsolescence, service needs, and available funding.
While the Metro asset inventory will provide an important resource when it is finished, this

system of prioritization should be formalized and implemented in current signal procedures.

Next Steps

As Metro advances its initiatives related to its Enterprise Asset Management Plan, its ability to mine its

data for root cause, track trends, identify mitigations and prioritize investments will become increasingly

effective. Expediting those steps currently underway promises to yield immediate and long-term benefits.

In the interim, this report provides steps that Metro can take to be able to better identify, track, and reduce

incidents occurring now.
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Mitigating Delay Incidents Through
State of Good Repair Investment

Interviews with Metro staff described an agency in the midst of implementing important improvements
to their State of Good Repair program. Metro is implementing asset condition surveys across all assets,
which will allow better investment priorities to be set to address safety and reliability needs. Metro is also
redesigning its M3 maintenance system, which promises to combine diverse service disruption incident
databases and provide a platform for tracking root cause of incidents, and is taking other steps to implement
a robust Enterprise Asset Management System. In the interim, maintenance activities address most
incidents that occur during daily service; and capital investments are based on the priorities of the agency,
departments, and expertise of the asset managers. While this analysis did not find any systemic failures,
opportunities for improvement have been noted, particularly in this interim period before these ongoing

improvements are fully implemented.

The $4.8 billion dedicated to state of good repair over ten years as described in the Short Range
Transportation Plan demonstrates Metro’s focus on SGR. However, this amount comes to about $480
million per year, which needs to cover many assets. In addition to addressing new rolling stock for bus and
rail, it also must address the needs of an aging infrastructure. These competing needs are clearly reflected
in the FY 2018 Adopted Budget. The FY 2018 Adopted Capital Program budget of $2.09 billion includes
$1.7 billion for expansions and $394 million for Operating Capital, which covers safety and security
projects, bus and rail state of good repair, capital infrastructure and other related investment categories.
The total budgeted specifically for Rail State of Good Repair is $224 million. Of this total, $145 million
(65%) is for vehicle investments that address the types of issues identified in TWG’s analysis of vehicle

related service disruption incidents. These include:

MBL P865/2020 Mid-life Overhaul $2,601,000
MGDL P2550 Vehicle Component Overhaul $2,563,000
MGDL P2550 Mid-life Overhaul $ 615,000
MRL Heavy Rail Mid-life Overhaul $9.912,000
MRL Heavy Rail Procurement $5,793,000
Subway Railcar Component Replacement $3.043,000
Multiple Lines P20o00 Light Rail Mid-life Overhaul $13,406,000
Multiple Lines Light Rail Fleet Replacement $102,080,000
Multiple Lines P2o00o Component Replacement $2,084,000
Professional Service to Support P3010 Buy $2,014,000
TOTAL $145,011,000
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Vehicle Related Service Delay Incidents. These investments are consistent with needs to address the
findings of TWG’s review of vehicle related service disruption incidents, the most frequent cause of delay
across all Metro lines. TWG’s review of the P865/2020 fleets identified issues associated with a fleet that
never went through a midlife overhaul. In 2005 when the P2550 vehicles were ordered, the P865 vehicles
were already 15-years old. Rather than overhauling the P865s, the intention was to replace them with the
P2550 vehicles. The P2550 order did not result \in option cars; instead a new light rail specification was
issued. When it became obvious that the P865 fleet was still needed, Metro started to invest in some
component upgrades, such as replacing capacitors which were well past the expected service life of 15
years, replacing contactors, and upgrading the propulsion control power supply as well as other critical
components. This necessary investment is included in the FY 2018 SGR budget.

TWG’s review also confirmed that a major overhaul was the correct approach for the P2000 series fleet
considering the high service disruption incident rate per car and the relatively young age of these vehicles.
It is appropriate for Metro to provide the needed funds to finance a useful midlife overhaul for the P2550
fleet.

Similar to the P865 cars, the Base Buy subway cars have obsolete propulsion and control systems that have
never gone through a refurbishment process. Metro intends to keep these vehicles in service until the new
HR4000 subway cars are delivered. The funding in the SGR budget makes this approach feasible. Metro
just began the major midlife overhaul for the A650 GE fleet, replacing the obsolete GTO inverter and other
equipment. The GE fleet will remain in service even after the new HR4000 vehicles are delivered beginning
2021. In April 2017, Metro contracted to purchase 64 HR4000 subway cars for $178 million.

In addition to vehicle investments, the FY 2018 Rail SGR budget includes about $80 million for all
remaining rail SGR needs system-wide. Whether this level of investment is sufficient for the other top

causes of service delay is not clear as discussed below relative to each of the top causes of delay incidents.

Rail Operations and Yard Related Service Delay Incidents. The service disruptions attributable
to Rail Operations, the second most frequent cause of delay across all lines, do not involve infrastructure
and do not require capital investments. Similarly, Yard Control, the third largest cause of service disruption
on MGDL and Expo Line, were not specifically caused by yard related infrastructure issues. They were
more often associated with lack of equipment, and do not require capital investments beyond the rail

car purchases and upgrades discussed above.

Signal Related Service Delay Incidents. For Signal service disruption incidents, the third most
frequent cause of delay on MGL and MRL, the low number of identified signal incidents does not include
the estimated hundreds of additional signal failures that did not cause delay and were not reflected in

the incident log reports maintained by the ROC. This makes it difficult to provide an objective analysis of
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the root causes and to assess the current process for allocating capital funds to progress the state of good

repair for signal installations.

The signal system on the Metro Green Line, which was completed in April 1995 and is controlled by an
advanced cab-signaling system provided by Ansaldo, is not beyond its useful life and should be in a state
of good repair. That being said, the FY 2018 Budget does not include a budget for MGL Signal System
Rehabilitation Phase II.

MRL was completed in January 1993. Its cab-signaling based on audio frequency track circuits is not
beyond its useful life and should also be in a state of good repair. While the Adopted Capital Program
budget did not contain any investments for MRL signal work, based on the data available, TWG cannot
evaluate this decision.

While signal issues were not identified as among the top causes of delay for MBL, the FY 2018 program
includes $19.8 million for MBL Signal System Rehabilitation and Operations Improvement, which
includes funding for MBL Overhead Catenary System Rehabilitation.

Also, there are a number of diverse signal technologies in use on the various light rail and heavy rail lines.
Metro should consider the development of a strategic plan for signal modernization that will minimize
these differences. This should result in operational and maintenance benefits, including achieving interoperability
between light rail lines. The current funding approach is on a per line basis, which will maintain the
differences between the lines.

Traction Power Related Delay Incidents. Disruptions related to Traction Power were the third highest
cause of delay on MBL. A number of work orders lacked the details of the specific cause of failure and the
repair action taken. Detailed failure information is required for proper analysis of failures and determination
of root causes. Consequently, there is no process in place that links service delays caused by traction power
equipment failures to the level of funding needed for state of good repair. Although the FY 2018 Capital
Program includes $600,000 for MBL Emergency Trip System Replacement as well as $785,000 for MGL’s
Emergency Trip System, TWG cannot evaluate the adequacy of this funding.

There are currently no periodic condition surveys for the purpose of identifying asset components that
need capital funds to maintain state of good repair so priorities for capital expenditures are established
primarily based on priorities of the agency, departments, and expertise of the asset managers. As such,
Metro does not currently have a criterion for allocating capital funds to various assets based on condition

surveys, impact of failures on train service, and obsolescence of equipment.
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Metro will need to reevaluate whether its investment strategy is sufficient once the asset condition inventories
currently underway are completed and priorities for investments to achieve a state of good repair are set.
Metro will then be positioned to establish a process and a criterion for replacement of existing assets that
includes useful life of the asset, failure rate, impact on service delays, obsolescence, service needs, and
available funding. While the Metro asset condition inventory will provide an important resource to this
end when it is finished, this system of prioritization should be formalized and implemented in current

procedures for all asset classes.

While expansion of the system is critical, it cannot take place at the expense of maintaining the existing
system. Setting this balance, however, requires a firmer understanding of the condition of the core infrastructure.
Expediting the work currently underway will position Metro to better make these tradeoffs.
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Appendix A

Abbreviations
APS Auxiliary Power Supply
ASTS Ansaldo Signaling and Transportation Systems
ATC Automatic Train Control
ATO Automatic Train Operation
ATP Automatic Train Protection
BCU Brake Control Unit
BECU Brake Electric Control Unit
DC Direct Current
EB Emergency Brake
ECU Electronic Control Unit
ETS Emergency Trip System
Expo Metro Expo Line
GE General Electric
GTO Gate Turn-Off Thyristor
H&K Hanning and Kahl
HSCB High Speed Circuit Breaker
HVAC Heating, Ventilation and Air Conditioning
IGBT Insulated Gate Bipolar Transistor
IT/ITS Information Technology/Information Technology Services
LRV Light Rail Vehicle
LVPS Low Voltage Power Supply
M3 Maintenance and Material Management System
MA Motor Alternator
MARTA Metropolitan Atlanta Rapid Transit Authority
MBL Metro Blue Line
Metro Los Angeles County Metropolitan Transportation Authority
MGDL Metro Gold Line
MGL Metro Green Line
MOW Maintenance of Way
MRL Metro Red Line
OCS Overhead Contact System
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OIG Office of the Inspector General

Panto Pantograph

PECU Propulsion Electrie Control Unit

Ph Phase

ROC Rail Operations Center

SCADA Supervisory Control and Data Acquisition
SGR State of Good Repair

TOD Train Operator Display

TPSS Traction Power Substation

TWG The Wathen Group

WO Work Order
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Appendix B

Schedule of Recommendations and Metro’s Proposed Actions to
Implement LA Metro Service Disruption Review - Report

Recommendation Description

Finding #
Delay
Category
Proposed
Action
ompletion

.|
i

C

Instruct operators to report all alert
indications shown on the console. This is
especially important given the amount of
information that is available on the console
of the new trains. In addition,

operators should assess whether passenger Agq
behavior caused an indication as opposed

to a problem with the equipment.

Root System-
Cause wide

EEE

Establish a dedicated, 24/7 “super-tech”
maintenance team full time in the ROC

to provide expert support to the ROC for As
eguipment, systems and infrastructure

faults.

Root System-
Cause wide

]

Ensure the Rail Vehicle Department records

root cause for rail vehicle delay incidents,

which are the highest number of incidents A6
3 across all five rail lines, Instruct the A7

ROC to record “Rail Vehicle Event” for A8

subsequent update by the Rail Vehicle

Department.

Root System-
Cause wide

Maximize the redesign of the M3 software
program logging module, All departments
should work with the design expert to create
a drop-down listing that would capture
the most meaningful root cause categories
for their area of responsibility. Ideally,
the I'TS department should also bring all

4  fault reports into one environment, so that Ag
internal department reports of failures
can be tracked along with those recorded
through the ROC. This redesign of the
M3 module should allow for automated
tracking of delays and their root causes,
reporting delay trends, identifying mitigations
and tracking their impact.

Root System-
Cause wide

Include Train Operator Display (TOD)
5 information, such as time of the incident, Ag
in the reporting of incidents.

Root System-
Cause wide

Review approach to Police/Health delay
incidents (while not part of this analysis,
these delay incidents warrant review

based on their frequency and duration).

Police/ System-

B1 Health wide

Partner with law enforcement agencies
7  toreview process used for police/health
incidents,

Police/ System-
Health wide
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11

14

16

17

The Wathen Group LLC

Recommendation Description

Identify root cause for the top three
categories of delay for each line to allow
Metro to develop mitigations that have the
potential to significantly reduce total delay
incidents.

Set priorities based on Metro's asset
assessment as soon as it is completed to
reduce delay incidents.

Given the large number of incidents where
no root cause was identifiable, establish a
procedure to instruct vehicle maintenance
personnel on providing consistent and
complete detailed information related to
vehicle failures in the WO reports. While
awaiting a new log-in system with a
consistent and nested drop down of
primary causes of vehicle failure on incident
reports, redesign work order forms along
these lines, with a consistent section and
checlklist for identifying rool cause.

Identify the funding and timeline for the
new M3 system and move the project
forward expeditiously.

Establish a procedure for collecting the
root cause of every vehicle failure even if
it does not result in a service delay so that
robust trends can be generated, tracked
and mitigated.

Conduct periodic condition surveys on ve-
hicles and components in advance of and
complementary to the asset inventory that
will be undertaken soon and refreshed
every three years.

Establish a process and a criterion for
replacement of existing vehicles and vehicle
components that include useful life,
failure rate, obsolescence, service needs,
and available funding, While the Metro
asset inventory will provide an important
resource to this end when it is finished,
this system of prioritization should be
formalized and implemented in current
vehicle procedures.

Continue funding for daily maintenance
and up-keep of the P865/2020 fleets
although no major capital investment is
recommended at this time.

Identify the P865 cars in the worst condition
for decommissioning and use them as
spare part suppliers to support more
reliable cars.

Keep enough P865 cars as floats to
improve the availability of P2o00 vehicles,
which have a higher incident rate, for
refurbishment.

E S
-le
=
=
=

Ba-
Bio

Ba-
Bio

Ci-
Cs

Ci-
Cs

Ci5-

C18

Ci2-
Ciq

Cs

Category

Top 3
causes by
line overall

Top 3
causes hy
line overall

Rail
Vehicle

Rail
Vehicle

Rail
Vehicle

Rail
Vehicle

Rail
Vehicle

Light Rail
Vehicle

Light Rail
Vehicle

Light Rail
Vehicle

System-
wide

System-
wide

System-
wide

System-
wide

System-
wide

System-
wide

System-
wide

MBL, Expo
Line

MBL, Expo
Line

MBL, Expo
Line

Assigned

taff in
Charge

Agree or

Disagree

Proposed

Est. Date of

Completion
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18

20

21

27
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Recommendation Description

Review the decommissioning process of
the P86;5 fleet given the lower incident
rate for the P865 fleet. P865 cars with low
to no incidents should be kept in service
during the Pzooo overhaul to expedite the
overhaul, replacing some P2000 services
with PB65 cars to increase the vehicle
availability during the overhaul.

Maintain the remaining P865 cars only
out of the MBL maintenance shop, which
has the best expertise, logistics and parts
inventory to maintain the P865 fleet.

Continue with the P865 compeonent upgrades
to keep a reduced fleet with

increased reliability in service until
replaced by the P3o10. Areas of upgrades
still useful are contactors, relay panel and
ECU power supply.

Evaluate overhaul needs of select main
components. Depending on how long
Metro intends to keep cars of the
P865/2020 fleet, some of the main
components, such as gears and traction
motars, of selected well-performing cars
might have to be overhauled.

Continue the refurbishment program to
reduce fuse failures, such as upgrades to
the chopper control unity, contactor and
relay replacements, in place as needed for
some of the PB65 cars.

Plan the midlife overhaul to first upgrade
the worst vehicles, such as ears #220, 205,
208. 212, 220, 242 & 247.

Analyze the float vehicle needs for the
P2oo0 vehicle midlife overhaul and
ensure that the overhaul contractor has
enough cars to expedite the overhaul.
On the MBL, P865 vehicles being
decommissioned could be reduced
temporarily to provide enough vehicles
to the overhaul contractor.

Consider converting some P2000 cars
running on the MBL/Expo lines back to
the MGL operation if the ATO/ATP
packages removed earlier are still
available. The critical float will be the
Pzooo MGL cars with their line specific
ATO/ATP equipment.

Improve the diagnostic capabilities of the
propulsion system.

Use information from TODs on the P2550
vehicles for improved incident reporting.
The P2s50 cars are the first Metro
vehicles that have a sophisticated TOD
and diagnostics.

E S
-le
=
=
=

Cs
Cig

Co
Ciy

=

Cy-
Cn
Ci5
Ci6
C18

C7-
C11
Cis
Ci6
C18

Ci6
C18

Ca3-
Cz28

C5
Cig
C28

Cs5
Ciq
Cz28

Cig

Category

Light Rail
Vehicle

Light Rail
Vehicle

Light Rail
Vehicle

Light Rail
Vehicle

Light Rail
Vehicle

Light Rail
Vehicle

Light Rail
Vehicle

Light Rail
Vehicle

Light Rail
Vehicle

Light Rail
Vehicle

MBL,
Expo
Line

MBEL,
Expo
Line

MBI,
Expo
Line

MBL,
Expo
Line

MBL,
Expo

Line

MGL,
MBL,
Expo
Line

MGL,
MEL,
Expo
Line

MGL,
MBL,
Expo

Line

MGL,
MBEL,
Expo
Line

MGDL

Assigned

taff in
Charge

Agree or

Disagree

Proposed

Action

Completion
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:ndation Description

o s w
& = 50
-Te -
@ =
4 — —
3 @O

Agree or

Disagree

Proposed
Action

Modify the incident reports for P2550

vehicles to include the information C3s- Light Rail

28 provided by the TOD at the time of the Ca6 vehicle MGDL
incident, in addition to the Operator 3
reports.
Accurately report the time of the incidents C3s-  Light Rail
29  asshown on the TOD, not by the system c: ;.’ “E‘Bhicle MGDL
time at the ROC. -3 '
Use the time of the incident displayed on
5 the TOD in evaluating the delay incident to C35- Light Rail MGDL
3 improve accuracy and turnaround ime of the  C36 Vehicle
affected vehicle.
Keep the Base Buy subway cars running T T
31 by planning enough funding for Rail Fleet (5.46_ :‘3\’"*]:1\:;11; Subway
Services to maintain this fleet. 47 &
Ensure ﬂ-lﬂt the knowledge of the chopper Ca8 Sibviay )
32 controls is not lost before the new cars : AT Subway
o Ca6 Vehicle
arrive.
As the new HR4000 vehicles arrive, take
the Base Buy cars out of service as early Cqa- .
: ; : Subway iy
33  as possible to reduce maintenance costs. C45 Vehicle Subway
The cars in the worst condition should be Cq7 S
replaced first.
; Perform the midlife overhaul on GE C53- Subway Sl
34 subway vehicles as planned. Cs5 Vehicle 8
Assess current mitigation measures to
address operator absenteeism and late D3 :
15 et D7 Rail Ops
reports, and initiate management D8
enhancements as appropriate. i
Re-assess the level, allocation, and
scheduling of Rail Operations Extraboard
Operators as an opportunity to mitigate
the impact of all service incident related
delays resulting from service recovery. D7 5
i : e ail Ops
36 operator late or no show, station terminal D8 Ralcips
and yard operator related delays, “gap
trains” staffing (extra trains added to the
schedule to supplement service capacity as
needed), ete.
Reinforee desired practices to mitigate
future “Operator Error” service impact
events including additional focus on
operator vehicle troubleshooting tactics.
Given that vehicle defects represent the
149 most significant factor impacting Metro Do Rail Ops

Rail service delays, assess operator
awareness of common vehicle
troubleshooting metheds to expedite the
safe movement of the vehicle and reduce
service delays resulting from vehicle
defects.
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40

41

42

43

44

45

46

47

The Wathen Group LLC

Recommendation Description

Consider the development of an
Operations pocket size vehicle defect
troubleshooting guide that reinforces
what operators are trained to perform and
summarizes the desired tactics to follow
when confronted with vehicle related
defects. Common vehicle troubleshooting
methods and other lessons learned from
operator errors that resulted in service
delays should continue to be reinforced in
current operator training programs.

Continue to hone service recovery
contingency plans, which are key to
minimizing the impact of all Rail
Operations incidents.

Assess the designation of Rail Operations
incidents and allocate accordingly to reflect
only these accountable to that Division.

Continue to assess service contingency
plans and related staff training to
implement the service restoration
contingency provisions. Document current
effective service restoration practices and
reinforce staff awareness through training.

Assess running time schedule needs by
Line to confirm the adequacy of layover
time at station terminals.

tilize the recommendations (numbers
1-4 and 7) relative to determining root
cause for vehicle caused operations
delays to better instruct operators in
troubleshooting and to identify the cause
of the vehicle related incident. Allocate
cause accordingly.

Utilize the recommendations (numbers
1i-4 and 7) relative to determining root
cause to better identify the cause of the
incident. Allocate accordingly so that
incidents not caused by the operator are
appropriately characterized and mitigated.

Limit the designation of Yard Control
incidents to those actually attributed to
yard issues.

Review Yard vehicle availability
constraints and evaluate options

designed to further support the consistent
achievement of 100% equipment schedule
availability.

Establish a procedure to instruct signal
maintenance personnel on providing
consistent and complete detailed
information on the cause of signal failures
and the repair action taken in the WO
reports. While awaiting a new log-in
system with a consistent and nested drop
down of primary causes of signal failures
on incident reports, redesign work order
forms along these lines, with a consistent
section and checklist for identifving root
cause,

E S
-le
=
=
=

Dg

D7
D8

Dio
D11

Mz

D13

Dig4
Dis

D16

E1
E2

E1

TF1

Fa

F3
Fi5

Category

Rail Ops

Rail Ops

Rail Ops

Rail Ops

Rail Ops

Rail Ops

Rail Ops

Yard
Control

Yard
Comntrol

Signals

Yards

Yards

MGL,
MRL

Assigned

taff in
Charge

Agree or

Disagree

Proposed

Est. Date of

Completion
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48

49

50

55

57
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Recommendation Description

Identify the funding and timeline for the
new M3 system and move the project
forward expeditiously.

Perform more investigations and analysis
to determine the root causes for high
frequency signal failures even if they do
not result in service delays.

Establish a procedure for operating
personnel to reflect the impact of any signal
failure on normal operation even if it does
not result in a service delay,

Conduct periodie condition surveys on
signal installations in advance of, and
complementary to, the asset inventory
that will be undertaken soon and
refreshed every three years.

Establish a process and a eriterion for
replacement of existing signal
installations that includes useful life of
installation, failure rate, obsolescence,
service needs, and available funding.
While the Metro asset inventory will
provide an important resource to this

end when it is finished, this system of
prioritization should be formalized and
implemented in current signal procedures.

Perform more investigations and analysis
to determine the root causes for traction
power failures, including a review of the
catenary design, installation standards,
and operating condition of TPSS
equipment.

Establish a procedure to instruct traction
power maintenance personnel on
providing complete detailed information
related to traction power failures in the
WO reports, While awaiting a new log-in
system with a consistent and nested drop
down of primary causes of traction power
failures on incident reports, redesign
work order forms along these lines, with a
consistent section and checklist for
identifying root cause.

Investigate the high level of failures that
oceurred at San Pedro Traction Power
Substation.

Conduct periodic condition surveys on
traction power equipment in advance
of, and complementary to, the asset
inventory that will be undertaken soon
and refreshed every three years.

Establish a process and a criterion for
replacement of existing traction power
equipment that includes useful life of
installation, failure rate, obsolescence,
service needs, and available funding.
While the Metro asset inventory will
provide an important resource when it

is finished, this system of prioritization
should be formalized and implemented in
current signal procedures.

E S
-le
=
=
=

Fq

Fis5
Fi6

F1-F3
Fo
Fi3

Fq
Fi6

Fi7

F18

Gy

Gy

G8

G7-
Go

Category

Signals

Signals

Signals

Signals

Signals

Traction
Power

Traction
Power

Traction
Power

Traction
Power

Traction
Power

MGL,
MRL

MGL,
MRL

MGL,
MRL

MGL,
MRL

MGL,
MRL

MBL

MBL

MEL

MBL

MBL

Assigned

taff in
Charge

Agree or

Disagree

Proposed

Est. Date of

Completion
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Appendix C
List of Interview Participants

Metro Participants in Interview Groups

The Wathen Group

Interviewers

1. Control Center

Bernard Jackson, Sr. EO, Rail Ops
Rabert Castanon, Service Ops Superintendent

2. Rail Vehicles

Bob Spadafora, Senior, EO, Rail Fleet Services

Michael Ornelas, Sr. Director Rail Vehicle Maintenance
Richard Lozano, Senior Director, Rail Vehicles Acquisition &
Maintenance

3. Rail Operations/Yards

Bernard Jackson, Sr. EO, Rail Ops
John Sanchez, Director of Transportation Operations
Patty Alexander, Services Operations

4. Signals/Traction Power

Erroll Taylor, Senior EO, Maintenance & Engineering
Marshall Epler, DEO, Systems Engineering

Remi Omaotayo, DEO, Wayside Systems Engineering &
Maintenance

Leonid Bukhin, DEO, Corporate Safety

5. Capital Programs/Asset Management Plan/SOGR

Greg Kildare, Chief Risk, Safety & Asset Management Officer
Denise Longley

6. OMB Finance Department

Quintin Sumabat, DEQ, Finance
Chris Gallanes, DEO, Finance

7. M3 Logging Module

Patrick Astredo, DEO, Enterprise Information Management
(out sick)

Regina Lim, Supvg Engineer

Cathy Fong

8. Vehicle Engineering and Acquisition

Jesus Montes, Director, Rail Vehicle Acquisition & Maintenance
Stephanie Kaping, Sr. Administrative Analyst

9. Chief Operating Officer’s Department

Diane Coral-Lopez, Executive Officer - Central Oversight &
Analysis

The Wathen Group LLC

Nabil Ghaly

Linda Kleinbaum
Deborah Wathen Finn
Werner Uttinger

Werner Uttinger
Linda Kleinbaum
Nabil Ghaly

Jim Brown
Linda Kleinbaum
Nabil Ghaly

Nabil Ghaly
Linda Kleinbaum

Linda Kleinbaum
Werner Uttinger

Deborah Wathen Finn
Nabil Ghaly

Werner Uttinger
James Brown

Linda Kleinbaum

Deborah Wathen Finn
Nabil Ghaly

Werner Uttinger
James Brown

Linda Kleinbaum

Linda Kleinbaum
Werner Uttinger

Linda Kleinbaum

6/8/17

6/9/17

6/9/17

6/21/17

6/12/17

6/16/17

6/19/17

6/22/17

6/23/17

3:00 - 4:00 PM (PDT)

6:00 - 7:00 PM (EDT)

11:30 AM - 12:30 PM (PDT)

2:30 - 3:30 PM (EDT)

2:30 - 3:30 PM (PDT)

5:30 - 6:30 PM (EDT)

2:00 - 3:00 PM (PDT)

5:00 - 6:00 PM (EDT)

10:00 - 11:00 AM (PDT)

1:00 - 2:00 PM (EDT)

9:30 AM (PDT)

12:30 PM (EDT)

3:00 PM (PDT)

6:00 PM (EDT)

1:30 PM (PDT)
4:30 PM (EDT)

4:00 PM (PDT)
7:00 PM (EDT)
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Appendix D

List of Tables
Table 1 Metro Rail Line Characteristics
Table 2 Rail Incidents in 2016 (Excludes 441 Incidents Related to Police/Health)
Table 3 Sample Size Calculations for Light Rail and Subway Lines at 95% Confidence Level
Table 4 Total “Maximum Delay” Minutes For Top Three Incidents Per Line
Table 5 Number of Incidents per P865/P2020 Car
Table 6 Incident Distribution
Table 7 Number of Incidents per P2000 Car
Table 8 Number of Incidents per 2550 Car
Table 9 Number of Incidents per Base Buy Car
Table 10 Number of Incidents per GE Car
Table 11 Total “Maximum Delay” Minutes and Average Delay Minutes for

Rail Operations Delays
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Appendix E

List of Figures
Figure 1 Distribution of Top Three Incidents On Light Rail Lines
Figure 2 Distribution of Top Three Incidents On Each Light Rail Line
Figure 3 Distribution of Top Three Subway Incidents
Figure 4 Total Cancelled and Late Trains by Top Three Incident Types
Figure 5 Average “Maximum Delay” Minutes For Top Three Incidents Per Line
Figure 6 Rail Vehicle Incidents By Line
Figure 7 Causes of Rail Vehicle Incidents - Light Rail
Figure 8 Causes Of Rail Vehicle Incidents - Light Rail (P865 & P2020)
Figure 9 No Issues Identifiable (P865 & P2020)
Figure 10 Causes Of Rail Vehicle Incidents - Light Rail (P2000)
Figure 11 No Issues Identifiable (P2000)
Figure 12 Causes of Rail Vehicle Incidents - Light Rail (P2550)
Figure 13 No Issues Identifiable (P2550)
Figure 14 Causes of Rail Vehicle Incidents - Subway
Figure 15 Causes of Rail Vehicle Incidents - Subway (Base Buy)
Figure 16 No Issues Identifiable (Base Buy)
Figure 17 Causes of Rail Vehicle Incidents - Subway (GE)
Figure 18 No Issues Identifiable - Subway (GE)
Figure 19 Causes of Rail Operations Incidents (Light Rail)
Figure 20 Rail Operations Incidents (Subway)
Figure 21 Causes of Yard Control Incidents (Light Rail)
Figure 22 Causes of Yard Control Incidents By Line
Figure 23 Causes of Signal Incidents - Light Rail (MGL)
Figure 24 Causes of Signal Incidents - Subway (MRL)
Figure 25 Causes of Traction Power Incidents (MBL)
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Metro

Interofhi

ce Memo

 Date ~ October 19,2017
"To KarenGorman
Inspector General
TRom  JamesT Gallagher = 1CU: *
Chief Operations Officer
cC Greg Kildare
Chief Risk, Safety & Asset Management
Officer
Subject Management Response to the Draft Rail

Service Disruption Review Report

Operations Management has received and reviewed the Rail Service Disruption Review Report
issued by the Office of Inspector General. The report includes a total of 57 recommendations
relative to Metro assets, State of Good Repair (SGR) efforts and projects, Enterprise Asset
Management Plan initiatives, rail vehicles, rail operations, yard control, signals, traction
power, and the mitigation, identification, tracking, and investigation processes of incidents
that result in service delays.

The Operations and Risk, Safety & Asset Management Departments will begin the process to
implement change recommendations over the next year; joining efforts with the Safety Culture
Initiative that was launched in May 2017. Staff will provide regular updates to the OIG as
recommendations are addressed and/or closed out.

Cc:  Phillip Washington, Metro Chief Executive Officer
Metro Board of Directors
Andrew Lin, Audit Manager
Bernard Jackson, Sr. EO, Rail Operations
Errol Taylor, Sr. EO, Rail Maintenance & Engineering
Bob Spadafora, Sr. EQ, Rail Fleet Services
Diane Corral-Lopez, EO, Operations Administration
Vijay Khawani, EO, Corporate Safety
Nancy Alberto-Saravia, Sr. Manager, Transportation Planning



Appendix B: Schedule of Recommendations and Metro's Proposed
Actions to Implement LA Metro Service Disruption Review — Report

Rec. #

Recommendation Description

Related Finding
#

Delay Category

Line

Assigned Staff in
Charge

ACtIOn /
Agree or
Disagree

Proposed
Action

Est. Date
Completion

Instruct operators to report all alert
indications shown on the console.
This is especially important given
the amount of information that is
available on the console of the new
trains. In addition, operators
should assess whether

passenger behavior caused an
indication as opposed to a

problem with the equipment.

Al, A2, A3, Ad

Root Cause

System-wide

Operations

Establish a dedicated, 24/7 “supertech”
maintenance team full time in

the ROC to provide expert support

to the ROC for equipment, systems

and infrastructure faults.

A5

Root Cause

System-wide

B. Spadafora - SEO

RFS

To be
submitted in
RFS' FY-19
Budget
Submittal.

2 months after
FY-19 Budget
Approval

Ensure the Rail Vehicle Department
records root cause for rail vehicle
delay incidents, which are the
highest number of incidents across
all five rail lines. Instruct the ROC to
record “Rail Vehicle Event” for
subsequent update by the Rail
Vehicle Department.

A6, A7, A8

Root Cause

System-wide

B. Spadafora - SEO
& A. Huntley -
Manager Training

OPS/RFS
Action

Re-instruction

6-months

Maximize the redesign of the M3
software program logging module.
All departments should work with
the design expert to create a dropdown
listing that would capture the

most meaningful root cause
categories for their area of
responsibility. Ideally, the ITS
department should also bring all
fault reports into one environment,
so that internal department reports
of failures can be tracked along with
those recorded through the ROC.
This redesign of the M3 module
should allow for automated tracking
of delays and their root causes,
reporting delay trends, identifying
mitigations and tracking their impact.

A9

Root Cause

System-wide

ITS

Include Train Operator Display
(TOD) information, such as time of
the incident, in the reporting of
incidents.

A4

Root Cause

System-wide

Operations

Review approach to Police/Health
delay incidents (while not part of
this analysis, these delay incidents
warrant review based on their
frequency and duration).

B1

Police/Health

System-wide

Opa/ tions
Security

Partner with law enforcement
agencies to review process used for
police/health incidents.

B1

Police/Health

System-wide

Security

Service Disruption Review Report_Appendix B - RFS responses.xlsx
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Rec. #

Recommendation Description

Related Finding
#

Delay Category

Line

Assigned Staff in
Charge

ACtIOn /
Agree or
Disagree

Proposed
Action

Est. Date
Completion

Identify root cause for the top three
categories of delay for each line to
allow Metro to develop mitigations
that have the potential to
significantly reduce total delay
incidents.

B2-B10

Top 3 causes by
line overall

System-wide

RVE

Set priorities based on Metro’s
asset assessment as soon as it is
completed to reduce delay
incidents.

B2-B10

Top 3 causes by
line overall

System-wide

B. Spadafora - SEO
M. Ornelas -Sr.Dir

RFS

Plan already
implemented in
M3

To start in
January 2018

10

Given the large number of incidents
where no root cause was
identifiable, establish a procedure
to instruct vehicle maintenance
personnel on providing consistent
and complete detailed information
related to vehicle failures in the WO
reports. While awaiting a new log-in
system with a consistent and nested
drop down of primary causes of
vehicle failure on incident reports,
redesign work order forms along
these lines, with a consistent
section and checklist for identifying
root cause.

c2

Rail Vehicle

System-wide

B. Spadafora - SEO
M. Ornelas - Sr. Dir
N. Madanat - Sr.
Dir.

RFS/RVE

To develop
sustainable
follow-up and
tracking
measures in M3

6 months

11

Identify the funding and timeline for
the new M3 system and move the
project forward expeditiously.

C1-C5

Rail Vehicle

System-wide

ITS

12

Establish a procedure for collecting
the root cause of every vehicle
failure even if it does not resultin a
service delay so that robust trends
can be generated, tracked and
mitigated.

C1

Rail Vehicle

System-wide

RVE

13

Conduct periodic condition surveys
on vehicles and components in
advance of and complementary to
the asset inventory that will be
undertaken soon and refreshed
every three years.

C1-C5

Rail Vehicle

System-wide

ALL RFS nDivision
Directors and
Managers

RFS

Already in M3 -

Part of the State

of Good Repair
Inspections

On-going

14

Establish a process and a criterion
for replacement of existing vehicles
and vehicle components that
include useful life, failure rate,
obsolescence, service needs, and
available funding. While the Metro
asset inventory will provide an
important resource to this end
when it is finished, this system of
prioritization should be formalized
and implemented in current vehicle
procedures.

C1-C5

Rail Vehicle

System-wide

R. Lorzano - Sr. Dir

RFS

Already in-
process,
decommissiong
plan establish
and is in full
swing

Completed

15

Continue funding for daily
maintenance and up-keep of the
P865/2020 fleets although no major
capital investment is recommended
at this time.

C15-C18

Light Rail Vehicle

MBL, Expo Line

R. Lorzano - Sr. Dir

RFS

Just for the
P2020 cars. The
P865 are being
decommission

Aug-18
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AcCtTiOn /

Related Finding Assigned Staff in| Agree or Proposed Est. Date
Rec. # |Recommendation Description # Delay Category Line Charge Disagree Action Completion
Identify the P865 cars in the worst ) ) ) ) ) Criteria already
16 condition for decommissioning and C12-Ci14 Light Rail Vehicle| MBL, Expo Line |R. Lorzano - Sr. Dir RFS established Completed
use them as spare part suppliers to
support more reliable cars.
The P8b65 cars
can no longer
Keep enough P865 cars as floats to be support and
17 improve the availability of P2000 c5 Light Rail Vehicle| MBL, Expo Line |B. Spadafora - SEO Disagree have to be Completed
vehicles, which have a higher replaced with
incident rate, for refurbishment. the new PAA1A
Review the decommissioning
process of the P865 fleet given the P3010 cars will
lower incident rate for the P865
be used to
fleet. P865 cars with low to no supplement
18 incidents should be kept in service C5,C14 Light Rail Vehicle| MBL, Expo Line |R. Lorzano - Sr. Dir RFS P2000 OH cars Completed
dur|ngthe P2000 overhaul toi See Reci17
expedite the overhaul, replacing above
some P2000 services with P865 cars
to increase the vehicle availability
during the overhaul.
The P865 cars
can no longer
Maintain the remaining P865 cars be support and
19 |only out of the MBL maintenance Ce6, C17 Light Rail Vehicle| MBL, Expo Line |B. Spadafora - SEO Disagree have to be Completed
shop, which has the best expertise, replaced with
logistics and parts inventory to the new P3010
maintain the P865 fleet. cars
The P865 cars
Continue with the P865 component can no longer
upgrades to keep a reduced fleet be support and
with increased reliability in service €7-C11, C15,Cl6, . i i ; i PP
20 Y Light Rail Vehicle| MBL, Expo Line |B. Spadafora - SEO Disagree have to be Completed
until replaced by the P3010. Areas 18 replaced with
of upgrades still useful are the new P3010
contactors, relay panel and ECU cars
power supply.
RFS has already
established the
Evaluate overhaul needs of select usefull life of
main components. Depending on P865 =
how | Metro intends to ki C7-C11, C15, C16,| . . . . d ission; .
21 owlong Metro intends to keep Light Rail Vehicle| MBL, Expo Line |B. Spadafora - SEO RFS ecommission On-going
cars of the P865/2020 fleet, some of C18 P2020
the main components, such as gears component
and traction motors, of selected overhaul
well-performing cars might have to continue 5
be overhauled. years
The P865 cars
Continue the refurbishment can no longer
program to reduce fuse failures, be support and
22 such as upgrades to the chopper C16, C18 Light Rail Vehicle| MBL, Expo Line |B. Spadafora - SEO Disagree have to be Completed
control unity, contactor and relay replaced with
replacements, in place as needed the new P3010
for some of the P865 cars. cars
Plan the midlife overhaul to first
f MGL, MBL, Expo .
23 upgrade the worst vehicles, such as C23-C28 Light Rail Vehicle P R. Lorzano - Sr. Dir RFS Already done. Completed

cars #220, 205, 208. 212, 229, 242 &
247.

Line
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Rec. #

Recommendation Description

Related Finding
#

Delay Category

Line

Assigned Staff in
Charge

ACtIOn /
Agree or
Disagree

Proposed
Action

Est. Date
Completion

24

Analyze the float vehicle needs for
the P2000 vehicle midlife overhaul
and ensure that the overhaul
contractor has enough cars to
expedite the overhaul. On the MBL,
P865 vehicles being
decommissioned could be reduced
temporarily to provide enough
vehicles to the overhaul contractor.

C5, C14, C28

Light Rail Vehicle

MGL, MBL, Expo
Line

R. Lorzano - Sr. Dir

RFS

Already done.

Completed

25

Consider converting some P2000
cars running on the MBL/Expo lines
back to the MGL operation if the
ATO/ATP packages removed earlier
are still available. The critical float
will be the P2000 MGL cars with
their line specific ATO/ATP
equipment.

C5, C14,C28

Light Rail Vehicle

MGL, MBL, Expo
Line

RVA

26

Improve the diagnostic capabilities
of the propulsion system.

C19

Light Rail Vehicle

MGL, MBL, Expo
Line

RVA

27

Use information from TODs on the
P2550 vehicles for improved
incident reporting. The P2550 cars
are the first Metro vehicles that
have a sophisticated TOD and
diagnostics.

35

Light Rail Vehicle

MGDL

Operations

28

Modify the incident reports for
P2550 vehicles to include the
information provided by the TOD at
the time of the incident, in addition
to the Operator reports.

C35-C36

Light Rail Vehicle

MGDL

Operations

29

Accurately report the time of the
incidents as shown on the TOD, not
by the system time at the ROC.

C35-C36

Light Rail Vehicle

MGDL

Operations

30

Use the time of the incident
displayed on the TOD in evaluating
the delay incident to improve
accuracy and turnaround time of
the affected vehicle.

C35-C36

Light Rail Vehicle

MGDL

Operations

31

Keep the Base Buy subway cars
running by planning enough funding
for Rail Fleet Services to maintain
this fleet.

C46-C47

Subway Vehicle

Subway

Division Director
and Manager

RFS

Will maintain

until new cars

arrive - already
discussed

Completed

32

Ensure that the knowledge of the
chopper controls is not lost before
the new cars arrive.

(38, C46

Subway Vehicle

Subway

Rail Instruction

RFS

Already known

Completed

33

As the new HR4000 vehicles arrive,
take the Base Buy cars out of service
as early as possible to reduce
maintenance costs. The cars in the
worst condition should be replaced
first.

C42-C45, C47

Subway Vehicle

Subway

Division Director
and Manager

RFS

Already known

Completed

34

Perform the midlife overhaul on GE
subway vehicles as planned.

C53-C55

Subway Vehicle

Subway

RVA

35

Assess current mitigation measures
to address operator absenteeism
and late reports, and initiate
management enhancements as
appropriate.

D3, D7, D8

Rail Ops
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Rec. #

Recommendation Description

Related Finding
#

Delay Category

Line

Assigned Staff in
Charge

ACtIOn /
Agree or
Disagree

Proposed
Action

Est. Date
Completion

36

Re-assess the level, allocation, and
scheduling of Rail Operations
Extraboard Operators as an
opportunity to mitigate the impact
of all service incident related delays
resulting from service recovery,
operator late or no show, station
terminal and yard operator related
delays, “gap trains” staffing (extra
trains added to the schedule to
supplement service capacity as
needed), etc.

D7, D8

Rail Ops

37

Reinforce desired practices to
mitigate future “Operator Error”
service impact events including
additional focus on operator vehicle
troubleshooting tactics. Given that
vehicle defects represent the most
significant factor impacting Metro
Rail service delays, assess operator
awareness of common vehicle
troubleshooting methods to
expedite the safe movement of the
vehicle and reduce service delays
resulting from vehicle defects.

D9

Rail Ops

38

Consider the development of an
Operations pocket size vehicle
defect troubleshooting guide that
reinforces what operators are
trained to perform and summarizes
the desired tactics to follow when
confronted with vehicle related
defects. Common vehicle
troubleshooting methods and other
lessons learned from operator
errors that resulted in service delays
should continue to be reinforced in
current operator training programs.

D9

Rail Ops

39

Continue to hone service recovery
contingency plans, which are key to
minimizing the impact of all Rail
Operations incidents.

D7, D8

Rail Ops

40

Assess the designation of Rail
Operations incidents and allocate
accordingly to reflect only those
accountable to that Division.

D10, D11

Rail Ops

4

Continue to assess service
contingency plans and related staff
training to implement the service
restoration contingency provisions.
Document current effective service
restoration practices and reinforce
staff awareness through training.

D12

Rail Ops

42

Assess running time schedule needs
by Line to confirm the adequacy of
layover time at station terminals.

D13

Rail Ops
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Rec. #

Recommendation Description

Related Finding
#

Delay Category

Line

Assigned Staff in
Charge

ACtIOn /
Agree or
Disagree

Proposed
Action

Est. Date
Completion

43

Utilize the recommendations
(numbers 1-4 and 7) relative to
determining root cause for vehicle
caused operations delays to better
instruct operators in
troubleshooting and to identify the
cause of the vehicle related
incident. Allocate cause accordingly.

D14, D15

Rail Ops

44

Utilize the recommendations
(numbers 1-4 and 7) relative to
determining root cause to better
identify the cause of the incident.
Allocate accordingly so that
incidents not caused by the
operator are appropriately
characterized and mitigated.

D16

Rail Ops

45

Limit the designation of Yard
Control incidents to those actually
attributed to yard issues.

E1, E2

Yard Control

Yards

46

Review Yard vehicle availability
constraints and evaluate options
designed to further support the
consistent achievement of 100%
equipment schedule availability.

El

Yard Control

Yards

47

Establish a procedure to instruct
signal maintenance personnel on
providing consistent and complete
detailed information on the cause of
signal failures and the repair action
taken in the WO reports. While
awaiting a new log-in system with a
consistent and nested drop down of
primary causes of signal failures on
incident reports, redesign work
order forms along these lines, with
a consistent section and checklist
for identifying root cause.

F1, F2, F3, F15

Signals

MGL, MRL

48

Identify the funding and timeline for
the new M3 system and move the
project forward expeditiously.

F4

Signals

MGL, MRL

49

Perform more investigations and
analysis to determine the root
causes for high frequency signal
failures even if they do not result in
service delays.

F15, F16

Signals

MGL, MRL

50

Establish a procedure for operating
personnel to reflect the impact of
any signal failure on normal
operation even if it does not result
in a service delay.

F1-F3, F5, F6, F13

Signals

MGL, MRL

51

Conduct periodic condition surveys
on signal installations in advance of,
and complementary to, the asset
inventory that will be undertaken
soon and refreshed every three
years.

F4, F16

Signals

MGL, MRL
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Rec. #

Recommendation Description

Related Finding
#

Delay Category

Line

Assigned Staff in
Charge

ACtIOn /
Agree or
Disagree

Proposed
Action

Est. Date
Completion

52

Establish a process and a criterion
for replacement of existing signal
installations that includes useful life
of installation, failure rate,
obsolescence, service needs, and
available funding. While the Metro
asset inventory will provide an
important resource to this end
when it is finished, this system of
prioritization should be formalized
and implemented in current signal
procedures.

F17,F18

Signals

MGL, MRL

53

Perform more investigations and
analysis to determine the root
causes for traction power failures,
including a review of the catenary
design, installation standards, and
operating condition of TPSS
equipment.

G7

Traction Power

MBL

54

Establish a procedure to instruct
traction power maintenance
personnel on providing complete
detailed information related to
traction power failures in the WO
reports. While awaiting a new log-in
system with a consistent and nested
drop down of primary causes of
traction power failures on incident
reports, redesign work order forms
along these lines, with a consistent
section and checklist for identifying
root cause.

G7

Traction Power

MBL

55

Investigate the high level of failures
that occurred at San Pedro Traction
Power Substation.

G5

Traction Power

MBL

56

Conduct periodic condition surveys
on traction power equipment in
advance of, and complementary to,
the asset inventory that will be
undertaken soon and refreshed
every three years.

G8

Traction Power

MBL

57

Establish a process and a criterion
for replacement of existing traction
power equipment that includes
useful life of installation, failure
rate, obsolescence, service needs,
and available funding. While the
Metro asset inventory will provide
an important resource when it is
finished, this system of prioritization
should be formalized and
implemented in current signal
procedures.

G7-G9

Traction Power

MBL
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Our Time Together Today

Welcome and Team Introduction
Project Scope

Rail Delay Incidents in 2016

Key Takeaways

Recommendations and Next Steps

b 4

“We’re waging a transportation revolution. We
have the opportunity to be bold and tackle not
only the infrastructure challenges of today, but

the challenges of tomorrow.”

Phil Washington, LA Metro
CEO 000



Project Scope

Scope

+ Identify and evaluate the top three incident delay categories for each rail line.
« Determine if the issues causing delays are being addressed and appropriate state of good repair (SGR)

investments are being made to reduce their reoccurrence.

Our Team

N
32
e
P

Deborah Wathen Finn Linda Kleinbaum Dr. Nabil Ghaly James Brown Werner Uttinger Jeraldine Herrera

Project Executive Project Manager Technology, Security, and Safety, Operations, and LTK Engineering Services Data Analysis and
The Wathen Group The Wathen Group Systems Power Emergency Preparation Technical Lead Statistician
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Rail Delay Incidents in 2016
e oo L we | o | e | e | e | Seen | e
Incident Type MBL Y [c]p] MGL Light Rail MR&PL Subway Total
456 323 272 134 134

237 1,288 1,422
% o7 2 57 304 2 26 330
19 30 19 15 83 9 9 92
25 17 25 13 80 1 1 81
13 18 14 17 62 10 10 72
25 25 0 25
9 ! 13 ! s 17
2 2 10 14 0 14
1 1 2 s 6 6 10
1 2 3 0 3
2 1 3 0 3
: z 2 2
1 1 0 1
386 689 489 384 1,948 196 196 2,144

*Grand Total excludes 441 Police / Health incidents (17% of delays) l



Top Causes of Delay Incidents in 2016

82% of total delays were rail vehicle and rail operations;
however, operations accounts for only 16%.

Top 3 Causes for Each Line
66% of total delays were rail vehicle — when you break that

Rail Vehicle Delays on all Lines down by subway and light rail it is still the #1 cause.

Rail Operations Delays on all Lines Rail Vehicle Incidents by Line

Signal Delays on Metro Green
and Red Lines

500

456

Yard Control Delays on Metro Expo 400
323
i 2
and Gold Lines 300 - 72
. . 200 134
Traction Power Delays on Metro Blue Line 100 -

0

Expo MBL

MGDL MGL MRL



Rail Vehicle Fleet Composition

# of % of TotaI # of % of Total
LRV Fleet Cars Overhaul? Subway Cars Subway Overhaul?

P865 /2020 40% 23 - 27 years Base Buy (BB) 29% 24 years

2000 5o 31% 15 years e General Electric (GE) 74 71% 18 years  Underway
average

*P2550 50 29% 10 years** Planned

On-going component upgrade programs to maintain fleet for P865 cars until decommissioned.
*Has train operator display / diagnostic system.

**Most reliable LRV car in the fleet.

***Procurement underway or in progress for P3010 (Replace P865); HR4000 (Replace BB).
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Impact to the Customer

Total Cancelled and Late Trains by Top 3 Incident Types Average ‘Maximum Delay’ Minutes for Top 3 Incidents Per Line
) 2
1400 : 40.0 _
1200 35.0
800 & 250
w0 z
600 w & 2 200 <« 2 - -
15.0 N8 e, :E 3 4 Z e
400 %95 e S S A o &
N 10.0 =
200 © <
R 8z
. = ud 50
Rail Vehicles Rail Operations Traction Power Yard Control Signals Y
Rail Vehicles  Rail Operation Traction Power  Yard Control Signals
B Exo [l MBL MGDL ] MGL || Subway (MRL) *High average ‘maximum delay’ is from 10 signal incidents on the MRL
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Mitigating Delay Incidents through State of Good

Repalr Investment
Rail Operations and Yard Relateg

$4.8 billion over ten years ($480 million annually). No infrastructure/capital investments for mitigation.

FY 2018 Capital Program: $2.09 billion, which includes $1.7
billion for expansions and $394 million for Operating Capital.

Signal Related

$224 million for Rail State of Good Repair. Low number of incidents does not allow for an assessment of optimum
investment decisions; need to include infrastructure failures for
comprehensive analysis.

Traction Power Related

Lack of periodic condition surveys not possible to assess investment decisions.

$145 million (65%) for Rail Vehicle investments that reflect
priorities based on TWG analysis.

FY 2018 Rail SGR budget includes about $80 million for all
remaining rail SGR needs system-wide.

b 4



Key Takeaways

Capital Investments
Importance of ongoing midlife vehicle overhauls and new car procurements.
Priority investment in redesign of M3 system.
Importance of robust SGR program based upon ongoing, systematic and comprehensive asset condition surveys.

Emphasis on creating effective balance between SGR versus system expansion.

Operations and Maintenance Measures
Reinforce root cause determination and reinstruct as appropriate.
Enhance collection and monitoring of all failures to identify preventative maintenance and capital investments.
Review allocation, level of Extraboard for rail operators.
Establish a mechanical desk, 24/7 of “super techs” in ROC.

Continue to hone service recovery planning.

b 4



57 Recommendations to
|dentify, Track and Reduce Incidents

10



Los Angeles County
MetrO Metropolitan Transportation
Authority
One Gateway Plaza
@ 3rd Floor Board Room
B B r R Los Angeles, CA
Metro oard Report
File #: 2017-0755, File Type: Informational Report Agenda Number: 42.

AD HOC CUSTOMER EXPERIENCE COMMITTEE
NOVEMBER 16, 2017

SUBJECT: PROCEDURES TO MITIGATE SERVICE
DISRUPTIONS

ACTION: RECEIVE AND FILE

RECOMMENDATION

RECEIVE AND FILE report on procedures for customer support and mitigating loss of service due to
planned and unplanned service disruptions.

ISSUE

Service disruptions impact the quality of service delivered to our customers and their overall
experience. When Metro encounters delays or disruptions to service, a series of mitigating actions
are put into place employing failure management strategies and informing customers of the incident.
This includes collaboration with a number of departments and leveraging multiple channels of
communication ranging from onboard announcements to social media posts. Managing through
major service disruptions requires coordination, timing, sound communication and effective advance
planning.

DISCUSSION

Metro Bus Operations encounters service disruptions on a daily basis due to construction detours,
special events, police activity and many other instances. For planned incidents, the Special Events
Desk within Bus Operations Control (BOC) issues Detour Notices to Bus Divisions for operators
working affected lines. These Detour Notices are also entered into the onboard Advanced
Transportation Management System (ATMS), when a timely notification is provided. Customer Care,
Media Relations and the Social Media team are also notified so that they can relay information to
customers. Furthermore, Vehicle Operations (VO) is notified so field supervisors may post temporary
signage at affected bus stops, informing customers where they can board buses on detour. The VO
unit also monitors the area to ensure customers are waiting for buses in the correct location during a
detour.

For unplanned events, such as accidents obstructing the road or police activity, bus operators must
notify BOC. The operator is then instructed to safely detour around the incident area and reports to
BOC on the route which they operated. While the bus is on detour, the operator will make passenger
stops where it is safe to do so. The VO unit either confirms that the detour route is the best way to
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proceed for other buses or they update BOC with a different detour route. VO units will also post
temporary bus stop signage until normal operations has resumed. BOC informs Customer Care,
Media Relations and the Social Media team of the incident and detour route being used.

While Bus Operations incidents can often be isolated to one location, Rail Operations incidents often
impact the entire line, as trains are limited to operating within the tracks available and can only
maneuver at track crossovers that may be several miles apart. Occasionally, an incident on the Blue
Line may result in cascading delays on the Expo Line, and vice versa. Because of track
infrastructure constraints, Metro prepares and executes a comprehensive strategy to keep Metro Rail
customers moving, as a rail incident typically impact a greater amount of customers compared to a
bus incident.

Metro prepares for disruptions by planning and conducting quarterly drills based on actual service
disruption scenarios. These exercises prepare staff for assimilating into their established roles as
situations occur. However, the dynamic nature of a service disruption means no two incidents are
ever the same. Day of week, time of day, location, weather conditions and many other variables play
a role in how Metro responds to an incident. Metro strives to continuously improve based on
experience from each incident that arises.

As customer communication is important to safely and reliably transport customers, Metro has a
comprehensive public address (PA) system to provide travel information. During rail service
disruptions, the PA system is used to quickly and effectively inform customers of the situation and
alternate services until the incident has cleared. PA announcements can be made remotely by Rail
Operations Control Center (ROC), locally at selected rail stations, by a field supervisor; and by train
operators onboard their vehicle. In parallel, Customer Care, Media Relations and the Social Media
team are notified to inform customers through their channels. PA systems are inspected regularly at
each station and onboard each railcar for volume and clarity to ensure customers can reliably listen
to and understand critical announcements while riding the system. If field personnel or customers
report faulty PA equipment, Metro dispatches maintenance personnel to troubleshoot and bring the
PA system back to working order.

At the first sign of a rail incident, the Rail Operations Control Center (ROC) coordinates a response
that begins with identifying a staff member to serve as the Incident Commander (IC) for coordinating
support to immediately restore service and provide updates. The first 5-10 minutes are crucial to
properly assessing the disruptions, effectively notifying stakeholders, the public and anticipating
when service will be restored. Closed circuit television (CCTV) observers make frequent station
announcements over the public address system and update the Transit Passenger Information
System / Variable Message System (TPIS/VMS) at stations. Field supervisors are dispatched to
provide passenger support and relay field conditions to ROC staff. Train operators are also directed
to make frequent, scripted announcements to passengers onboard. These scripts are installed in
each train operator cab to explain the majority of incidents to customers and ensure consistent
messaging both onboard and from ROC. Furthermore, the Metro social media team is notified to
update Metro.net, Metro’s Twitter feed and local news media during commute traffic updates. The
social media team is also able to monitor public discussion of the incident and relay social media
reaction back to Metro Operations, which provides a real-time feedback loop on customer impacts.
Finally, Metro’s Transit Security is dispatched to the scene of the incident to ensure the safety and
security of
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passengers and employees.

Bus Bridges
When a bus bridge is needed as a result of trains unable to proceed through a segment, a number of

actions must take place to fully implement. Planned bus bridges for maintenance are scheduled and
coordinated in advance to provide ample time for support departments to assemble and for
customers to be notified.

However, unplanned bus bridges as a result of emergencies require many departments to divert their
attention away from normal duties. During rush hour periods, implementing a bus bridge can
sometimes take over one hour to organize. This is due to limited resources available as nearly every
bus and operator is already scheduled for their normal assignment, heavy traffic to reach the incident
location, and street closures associated with a major incident preventing buses from quickly reaching
customers. Other external challenges include serving Metro Rail stations located around narrow, one
-way or dead end streets which restrict bus turning movements and necessitate additional travel time
to safely serve customers.

Bus vehicle capacity is also significantly smaller than train capacity, so customers must often wait for
several buses to clear customers until they are able to board. As an example, it can take six or more
buses to serve affected customers from only one train. Furthermore, if an in-service bus is redirected
to a bus bridge assignment, there is a likelihood that bus passengers waiting for the redirected bus
are negatively impacted with a trip cancellation. Bus operations makes every effort to minimize those
impacts by prioritizing their request to buses that are out of service or from lines with frequent
service where the next bus is scheduled just a few minutes later.

Support Staff and Communication Efforts

As Metro does not employ dedicated station staff for customers, this places the responsibility on
CCTV observers, train operators, bus operators, and field supervisors to convey these messages to
inform and direct customers. However, the dynamic nature of incidents result in shifting strategies as
tracks or streets are reopened, police investigations are completed, or when medical emergencies
are cleared. This would be a significant financial commitment within all other agency priorities.
Effective communication between Metro and first responders are critical to determining the duration
of the service outage and allows customers to plan in advance for alternate travel patterns. For now,
Metro employs a small team of Blue Shirt staff, originally responsible for supporting the transition to
faregates, for the support of special events and major incidents. Their ambassadorship has been
well received by customers, especially during major incidents.

Example: Incident at 7th Street/Metro Center

One example of a major disruption which resulted in a positive outcome occurred on July 26, 2017. A
track fire occurred in the Blue and Expo Line tail track at 7" Street/Metro Center, resulting in the loss
of a critical track segment used to quickly reverse trains at the Downtown LA terminus.

A bus bridge was quickly established between 7"Street/Metro Center and Pico Station to ferry
passengers to departing trains. Staff was deployed throughout 7"Street/Metro Center and along the
path to the bus bridge to direct customers between bus and train. Field supervisors were on scene to
manage both Bus and Rail Operators and dispatch buses as soon as they were safely boarded.
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Once train service was restored to 7™ Street/Metro Center, train movement was reconfigured to allow
work crews to continue making repairs while restoring train service into 7" Street/Metro Center.
Historically, all Blue and Expo trains would discharge all customers on Platform 1, proceed into the
tail track area to reverse directions, then board passengers on Platform 2. With the damaged tail
track out of service, Metro devised a plan to modify terminal operations to board and alight all Expo
Line trains from Platform 1 and all Blue Line trains from Platform 2. This change in service required a
substantial amount of customer outreach to inform passenger crowds of which platform to board
either the Blue or Expo Line. Therefore, Metro deployed staff from various departments, including
the Blue Shirts and field supervisors to direct customers to new platform assignments, answer
customer questions and reduce confusion. Station signage within 7" Street/Metro Center was also
updated within days to reflect the new service plan. Shortly thereafter, automated announcements
onboard each Red Line railcar were updated to notify transferring customers of the platform change.

The results of this modified service plan were well received by the public with the clear delineation of
platforms dedicate to each of the Blue and Expo Lines. As such, Metro intends to continue this
service plan for the foreseeable future. Crowds are now evenly distributed between Platform 1 and 2
vs previously when both Blue and Expo Line boardings occurred on Platform 2. Also confusion is
minimized as to which line a customer is boarding. Finally this plan requires one less train to
maintain existing service levels on each line, reducing cost of operations.

DETERMINATION OF SAFETY IMPACT

The ability of Operations to effectively support customers through service disruptions reduces
customer confusion and frustration, improving the safety and quality of their experience.

FINANCIAL IMPACT

Receive and filing this report would have no financial impact to the agency.

NEXT STEPS

Metro intends to continuously improve responsiveness to both planned and unplanned service
disruptions. In the short term, Metro recognizes opportunities to improve customer care during
unplanned emergencies. Customer feedback generally centers on two themes- lack of
information/staff availability and excessive wait times for bus bridges to arrive. It is therefore
imperative for Metro to continue placing customers first through preparation, training, communication,
and follow through.

Prepared by: Stephen Tu, Sr. Manager, Transportation Planning, (213) 418-3005
Conan Cheung, Sr. Executive Officer, Service Planning, Scheduling and Analysis (213)
418-3034

Reviewed by: James T. Gallagher, Chief Operations Officer, (213) 418-3108
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Phillip A. Washington \
Chief Executive Officer '
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CAUSES OF RAIL SERICE DELAYS

Rail Vehicles Failures
(e.g. doors, brakes, propulsion)

 Police & Health

(e.g. customer altercations, sickness)

e Accidents
(e.g. traffic)

* Operations
(e.g. single tracking, terminal departures, customers)

* Wayside Failures
(e.g. track, power, signals, other infrastructure)



FY17 LRT INCIDENTS AND LOST HOURS

% of Incidents % of Lost Hours 70%
Accidents 3% 12% 60% ¥ % of Incidents
Wayside 6% 11% 50% % of Lost Hours
Police & Health 17% 29% 40%
Vehicle Maintenance 59% 40% 30%
Operations 10% 5% 20%
Other 5% 2% 10% l .
Total 100% 100.0% 0% il W - - — -
Accidents Wayside Police & Vehicle Operations Other
Health  Maintenance
Light Rail % of Total Incidents Light Rail % of Total Lost Hours
FY2017 FY2017
_ B Police & Operations,
Ope.ratlons, Health 17% Accidents, B Police &
Accidents, and Other Health 29%
ani;);her 20%
B Wayside 6%
B Vehicle
Maintenanc
e 40%
B Vehicle = Wayside
Maintenance 11%
59%

Metro



FY17 HRT INCIDENTS AND LOST HOURS

% Incidents % Lost Hours

Accidents 2% 6%
Other 8% 2%
Wayside 7% 18%
Vehicle Maintenance 43% 44%
Police & Health 31% 28%
Operations 9% 3%
Total 100% 100.0%

Heavy Rail % of Total Incidents

FY2017
(')Ape.r;tlonS, B Police &
ccidents, Health 31%
and Other
19%

B Vehicle
Maintena

e 43%

Metro

B Wayside
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70%
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PREVENTING INCIDENTS

Minimizing delays caused by incidents is essential to providing
safe and reliable transit service for our customers

CAUSES OF INCIDENTS

PRIMARY ISSUE
Rail vehicle (door fault,
propulsion failure, etc.)

ACTIONS
Improve data reporting
State of Good Repair
Light Rail Vehicle
Modernization

PRIMARY ISSUE
Police / Health

ACTIONS
Multi-agency policing
to improve response
time and visibility
Improve coordination



When incidents occur that delay service, Metro must place customers first by
making every effort to get them to their destinations safely with minimal impact.

MINIMIZE DURATION
Scenario based planning

exercises to prepare staff
for incidents

Incident Commander to
coordinate/deploy support
Post incident debrief/
review for major events

@ Metro

INCIDENT OCCURS

COMMUNICATIONS
Internal coordination
between various departments
to immediately address
incident
External communications to
keep customers updated,
answer questions, and assist
in customer support

TRANSPORT CUSTOMERS

Deploy bus bridge to
transport customers to
the next accessible
station to complete their

trip



HOW WE RESPOND TO BUS INCIDENTS
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Planned Incidents

Example: LA Marathon
Originated by Special Events Desx
at BOC who notify Bus Divisions

Unplanned Incidents
Example: Traffic Accident
Originated by Bus Operator who
notifies BOC for further instruction

Metro

COMMUNICATIONS

Onboard announcements made

before detour begins

Temporary signage posted

at affected stops

Customer Care agents inform and

provide up-to-date info

Metro.net and Social Media

accounts updated with current

conditions

Media Relations involved for
major incidents



HOW WE RESPOND TO RAIL INCIDENTS

INCIDENTS

Planned Incidents
* Example: Maintenance
* Temporary Letter Request
* Notify Rail Divisions
* Update NexTrip
Unplanned Incidents
* Example: Vehicle Issue
* Notify ROC for instruction
* Onboard announcements

@ Metro

RAIL OPERATIONS

Rail Operations Control (ROC)

Coordinate with Train Operators

and RTOS

Monitor station cameras

Respond to alarm indications
Field Supervisors (RTOS)

Verify service conditions

Direct customers to alt services «

and post temporary signage .

BUS OPERATIONS

ROC requests bus bridge
BOC redirects in-service buses
* Field supervisors dispatched to
direct customers and manage
operation

COMMUNICATIONS

Frequent announcements
onboard and at stations
Temporary signage at affected
stations
Customer Care agents inform
and provide up-to-date info
Metro.net and Social Media o N 3
updated with current info. geltigtro Buso Linay eiro ﬁ;*f i*’f
Media Relations involved for ittt e i

|

'SERVICE ALERT

BLUE/EXPO LINES E

Sat, July 15th (Open)-
Sun, July 16th [Close)

Due to Blue Line and Expo
Line Upgrades, Shuttle
Buses will replace rail
service in Downtown LA.
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EXAMPLE: 7™ STREET/METRO CENTER

Crowded boarding
platform during
rush hour and
special events
Uncertainty of
boarding correct
line on shared
platform

@ Metro

V

Blue Boarding
& Alighting

To Pico Station

Platform 1

Expo Boarding

& Alighting

AFTER
Improved station
flow
Reduced confusion
with line specific
platform
assignments
Savings of 1 train
per line from
operational
efficiencies






Los Angeles County
MetrO Metropolitan Transportation
Authority
One Gateway Plaza
@ 3rd Floor Board Room
B B r R Los Angeles, CA
Metro oard Report
File #: 2017-0745, File Type: Informational Report Agenda Number: 43.

AD-HOC CUSTOMER EXPERIENCE COMMITTEE
NOVEMBER 16, 2017

SUBJECT: METRO OPERATIONS CLEANLINESS UPDATE
ACTION: RECEIVE AND FILE

RECOMMENDATION

RECEIVE AND FILE the update on Metro Operations cleanliness efforts.

ISSUE

This report is in response to the Board of Director’s request for an update on bus and rail fleet
vehicles and facilities cleanliness.

DISCUSSION

Operations strive to provide transit service that is safe, reliable, and clean. Several cleanliness efforts
are in place to ensure that our vehicles, stations, facilities and Metro property meet Metro cleanliness
standards.

Fleet Vehicles Cleaning

Metro buses and rail vehicles are cleaned daily by removing interior dirt and debris, wiping down
dashes and ledges, mopping floors, removing graffiti, cleaning the operators’ area and washing the
exterior of the buses and trains. Bus vehicle detailed cleanings known as “scrubs” are completed
every 6,000 miles. Scrubs include all of the daily cleaning activities plus more thorough
washing/wiping of interior surfaces and ceilings, removing gum deposits in crevices around seats and
cleaning every window. Special cleaning projects and/or campaigns occur regularly to focus on
improving specific interior and exterior conditions including bus wheel cleaning, removing scuffing
and scrapes, and focused cleaning of doors, seats, and railings.

Stations and Facilities Cleaning
Metro heavy rail stations are cleaned at a minimum of three times per day and light rail and Orange
Line stations are cleaned a minimum of twice per day. Cleaning routines include trash removal,
sweeping, dusting and wiping surfaces, mopping, and odor mitigation. Heavy rail stations are auto-
scrubbed a minimum of five times per week and every rail and Orange Line station is pressure
washed at least once per week and as needed. Contracted services are also an important
component of our cleanliness efforts and include:

e Graffiti removal performed daily Monday-Friday and on an as-needed basis
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e Glass & stainless steel anti-graffiti film inspection and replacement are performed on a
monthly cycle

e Landscape maintenance services including weed abatement and trash removal are performed
weekly or twice-per-month depending on the location

e Weekly trash removal and quarterly weed abatement services are performed at Metro stations

¢ Right-of-Way herbicide application is performed on a quarterly basis to keep weeds down

e Power sweeping is performed three times per week, weekly, and twice per month based on
need from experience and location

e Glass replacement and fencing repairs are performed on an as-needed basis in response to
vandalism and other type of incidents

Cleanliness Goals and Quality Control

Safety, service, reliability and cleanliness are all priority Operations goals. Clean and well-maintained
transit stops, stations, facilities, and vehicles improve the general public’s perception of Metro and
enhance transit as a viable mode of travel that is high quality, comfortable, convenient, and efficient.
Cleanliness and physical environment are important elements that impact how our customers
measure security when riding our system. To ensure that we are measuring, tracking and trending
our efforts around cleanliness, Metro’s Quality Assurance team evaluates nineteen categories for bus
(12 interior related and 7 exterior related) and fourteen categories for rail. Vehicles are inspected and
scored on a 1 to 10 point scale, with 10 being best. In addition, we have a formal Rail Station
Cleanliness Program that inspects all rail stations, Orange Line Stations and Silver Line stations.
Some of their efforts include the following:

e For bus and rail vehicles, cleanliness inspections are performed prior to the morning roll-out
when all buses and rail vehicles inspected have been cleaned and serviced

e Categories of bus cleanliness inspections include dashboards, operator’s area,
transom/ledges, ceiling/vents, seat frames, seat inserts, windows, sacrificial windows, doors,
floor, gum, interior graffiti, window etching, water spotting, exterior cleanliness, exterior graffiti,
wheels, exterior body condition, front/rear bumper condition

e Cleanliness ratings are part of division Key Performance Indicators reported monthly

e All deficiencies are reported to management with recommendations for improvement

e Facilities Maintenance Managers, Supervisors, Leaders and other team members perform
daily and routine system-wide station inspections at our locations to ensure that cleanliness
standards are met, and to identify potentially new or unforeseen challenges

e Cleanliness inspections are performed on a monthly basis by Quality Assurance staff at eleven
Metro bus divisions, including three Contracted Bus Service divisions, and 5 rail divisions.

e The point scale for all inspections is: 10 to 8 - Satisfactory; 7 to 4 - Conditional; 3 to 1 -
Unsatisfactory

e Metro’s goal is to achieve an 8 or better for all cleanliness inspections

Improvements to our Cleanliness/Maintenance Efforts

Operations is committed to continuous improvement in all that we do. Cleanliness is one of our top
priorities. We are committed to enhancing our cleanliness/maintenance efforts by strategically
allocating adequate resources to the areas and work units that maintain, clean, and assess the
performance and appearance of our entire system. Operations have several programs that review,
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audit, report on and manage the maintenance and cleanliness of our assets and rolling-stock to
ensure that they are in good working order, are safe, are reliable and in a satisfactory State of Good
Repair. Operations is committed to identifying and addressing root cause issues as a proactive
means to improve cleanliness. Operations continuously works toward improving response times to
perform ‘special clean-ups’ which have become more frequent and prevalent. Lastly, Operations will
continue to partner with our Security and Law Enforcement staff to address challenges such as
homelessness and transients who frequently utilize our system and may create safety hazards on our
property and assets for those who use and those who work to keep our system clean and hygienic.

Elevator Cleanliness

Elevators and escalators are cleaned daily as part of our station cleaning. One of our challenges has
been urination/defecation inside our elevators and the odors that persist even after cleaning.
Operations tested various cleansers and odor mitigation products over the last two decades. While
continuously searching for improved products, equipment, and processes for evaluation, our Rail
Facilities Maintenance staff discovered a chemical originally used in landfills. This product was tested
at several problem locations and proved to be superior to anything we utilized prior. The positive
results led to introducing the product system-wide. In addition to the improvements with odor control,
this product also eliminates Hepatitis A, B, and C. We are now using this product daily on our
elevators.

Another improvement to combat odors, in coordination with and support of Metro in-house custodial
cleaning services, all elevator pits are power washed and deodorized twice per year since November
2016 when the latest Vertical Transportation maintenance contract began. This year, as of March
2017, an elevator floor/platform replacement program started with new coved flooring installations
designed to improve unit appearance, cleanliness and physically mitigate liquid seepage beneath the
floor and into the pits which typically results in bad odors and an acceleration of corrosion which in
turn shortened equipment life. To-date, 19 elevator floors have been upgraded to the coved floors.

DETERMINATION OF SAFETY IMPACT

Metro’s efforts to meet our network cleanliness standards will have a positive impact on our service
reliability, cleanliness efforts, and the overall level of safety our customers experience on our system.

FINANCIAL IMPACT

This item will not have a financial impact on Metro’s existing budget.

NEXT STEPS

In the short term, Metro recognizes opportunities to improve the customer experience. As Metro
strives to improve cleanliness effort throughout the system, Operations will continue to seek out
innovative approaches and partnerships with technical experts for how to improve cleanliness as we
expand and enhance our network and deliver transportation service that is safe, reliable, clean and
world-class.

Prepared by: Christopher Limon, Sr. Director, Facilities Maintenance, (213)922-6637
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Errol Taylor, Sr. EO, Maintenance & Engineering, (213) 922-3227
Matt Dake, Sr. Director, Equipment Maintenance, (213) 922-5797

Reviewed by: James T. Gallagher, Chief Operations Officer, (213) 418-3108

e

[4
Phillip A. Washington

Chief Executive Officer
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Operations Cleanliness Efforts

Cleanliness
Goals

New Methods
& Procedures
Research

@ Metro

Stations
Facilities
Fleet

Improve transit stops, stations, facilities
and fleet

Improve public perception
Continue improving QA programs
Enhance transit as a viable mode of transit

Test and implement new chemicals

Improve odor control and eliminate
Hepatitis A, B, C



Cleanliness Goals/Improvements

« Cleanliness is a top priority

« Clean, well maintained transit stops, stations,
facilities, and vehicles improve the general public’s
perception of Metro

« Measure of customer security

- Strategically allocate adequate resources to the areas
and work units that maintain, clean and assess the
performance and appearance of our entire system

« Partner with Security and Law Enforcement to
address challenges such has homelessness and
transients who utilize our system and may create
safety hazards on our property and assets

@ Metro



Operations Cleanliness Efforts

B Heavy Rail Stations

« Cleaned at a minimum of three times per day (trash removal, sweeping, wiping,
mopping, disinfecting, odor mitigation)

. ﬁ\uto-scrubbed at least five times per week (deep floor scrub during night shift

ours)

« Pressure washed at least once per week (deep cleaning with water at 250F and
3200 psi)

« Graffiti removal performed daily M-F and as-needed

« Glass & Stainless steel anti-graffiti film inspection and replacement performed
monthly

gl Light Rail & Orange Line Stations

« Cleaned at a minimum of three times per day (trash removal, sweeping, wiping,
mopping, disinfecting, odor mitigation)

« Pressure washed at least once per week

« Graffiti removal performed daily M-F and as-needed

« Glass & Stainless steel anti-graffiti film inspection and replacement performed
monthly

« Landscape maintenance including weed abatement and trash removal
performed once or twice a week




Operations Cleanliness Efforts

@ Metro

« Cleanliness Inspections performed prior to
morning roll-out

« Cleaned Daily
« Detailed every 6,000 miles

Special Cleaning Projects/Campaigns focused on
specific interior or exterior conditions

Cleaned Daily

New Chemicals to combat odors and eliminate
Hepatitis A, B, C due to urination/defecation by
transients

All elevators pits are power washed and deodorized
twice per year

« New elevator floor/platform replacement program
began March 2017



Operations Cleanliness Efforts







